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PREFACE

The purpose of this book is to present some of the important
basic principles involved in configuration design of guided missiles.
Aerodynamic considerations are given primary emphasis in this
text. Propulsion-system and structural-design aspects are also
considered, since they are intimately related to the external aero-
dynamic configuration of the missile. The material is slanted
primarily toward the aerodynamicist in preliminary design studies.
It is alzo intended to serve as & working handbook for the aero-
nautical engineers in their *“first asgignments’ in the missile industry.
Aeronautical engineers who are in the “airplane-to-missile” transi-
tion phase will find this book helpful in stepping into the missile
field. Finally, this book can be helpful to those engineers who are
not directly concerned with external missile design, i.e., electro-
‘mechanical' and electronic missile-system engineers, in obtaining a
good insight and hence some appreciation for the over-all composite
missile design.

This book is an outgrowth of a company training course of The
" Martin Company, given by the author. The text is based largely
on material developed for the afore-mentioned training class taught
in several semesters during the period of 1957-1960.

Chapter 1 states some of the most important considerations in-.
volved in the over-all guided missile weapon system design. In
Chap. 2 a qualitative discussion is presented on the types and classes
of missiles and missile configurations together with their associated
uses and their advantages and disadvantages. Chapter 3 discusses
the aerodynamic characteristics of the various external configura-
tion components to aid in the selection of these components for the
design of an optimum configuration. Missile performance is treated
thoroughly in Chap. 4, in which evaluation of the drag of the missile
is first presented, followed by a detailed discussion of the methods ..
of analysis of missile performance for & variety of types of missile
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trajectories commonly used. The static longitudinal stability and
control analysis for a simplified two degrees of freedom is presented
in Chap. 5, which includes (1) model build-up of the aerodynamic
derivatives involved and (2) the determination of static stability
margin and load-factor capability for both forward- and rear-control
configurations. Chapter 6 discusses the kinematics of the missile
in maneuvering or accelerated flight and shows both analytically
and graphically the effect of static stability margin on the load-
factor or maneuvering capability of the missile.

Chapters 7 and 8 discuss the static directional and lateral-control
design aspects of both cruciform and monowing missiles. The
dynamic-stability problems are discussed in Chap. 9, which includes
(1) solution of a simplified two-degree-of-freedom analysis using the
classical method and {2) development and usage of transfer func-
tions. Chapter 10 presents the method of evaluating component
airloads and loading distribution for preliminary analysis. Chapter
11 discusses the general aerodynamic problems associated with
missile launchings. The problem of air launching is discussed from
the standpoint of safety to the parent aircraft and launch bound-
aries. Chapter 12 discusses the free-flight dispersion characteristics
of the missile during boost and power-off flight. A simplified
method is developed to predict missile drift due to cross wind during
the latter phase of missile flight. Some dispersion-sensitivity
factors in vacuum are derived to indicate the relative order of magni-
tude of vatious error effects. Also included in Chap. 12 is a brief
disoussion of the design aspects of a long-range ballistic-missile
Teentry body from the standpoint of heating and free-flight dis-
persion.

Chapter 13 discusses the fundamental principles of propulsion
and the design aspects of both liquid-propellant and solid-propeliant
rocket motors. Finally, Chap. 14 deals with some of the more
important structural-design aspects to round out the over-all missile
configuration design. Several appendixes included in this volume .

- gontain derivations of equations and methods of analysis. ' SBeveral
methods of determining aerodynamic coefficients from flight-test
data are presented in Appendix H.

It ie not the intention of this book to.include comprehensive data
to enable the engineer to design his configuration. 1In the first place,
‘much of the essential data is classified, and secondly, it would
require several volumes to include the abundance of data desirable
and necessary for a reasonably efficient design. However, sufficient
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references are included to assist those who are actively engaged in
this challenging field of endeavor. The author believes that one of
the most important assets the missile engineer must have in dis-
charging his assignment is a sound understanding and knowledge
of the fundamental principles involved in configuration design.
In addition, the author also believes that the missile engineer should
have a broader view, and hence a better appreciation, of the various -
design aspects in order to achieve a more efficient design. With.
these thoughts in mind, the author dedicates this book. '

‘The author would like to express his appreciation to H. C.
Sanderson, F. E. Nixon, and C. E. Hogan for their assistance, help-
ful suggestions, and encouragement during the writing and prepara-
tion of this book. He would also like to express his gratitude to
the National Aeronautics and Space Administration (NASA) for the
liberal use of their references and technical data. Many sincere
thanks are due to the following associates at The Martin Company:
J. E. Coster, Information Serviece Division; J. L. Grabber, Legal
Division; C. D. Pierson, H. C. Johnson, R. T. Patterson, N. E.
Singletary, C. Padera, and C. M. Bowden, Engineering Division.
The author would also like to express his gratitude to Mrs. Dorothy
Carrigan for her assistance in the numerical caloulations and to Miss .
Peggy Yow, Mrs. Joyce Hartman, and Mrs. Eve Morgan for their
assistance in typing the manuscript.

Finally, the author wishes to express his appreciation to his wife,
who proofread the manusoript and exhibited much patience during
its preparation. _

8. 8. Chin
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CHAPTER 1

INTRODUCTION

The design of missile configurations is one of the most interesting
and challenging fields—and perhaps the most complex—for the
seronautical design engineer. Itrequiresa reasonably broad knowl-
edge of the fundamentals of many technical specialties—aerody-
namies, thermodynamies, kinematics, propulsion, structural design,
etc. A quick glance at the external configurations of United States
missiles indicates that these configurations (Fig. 1-1) would never
have been designed if the individual design specialist-~-aerodynam-
icist, propulsion engineer, etc.—had had complete control of the
final design. More often than not, the missile configuration culmi-
nates from many design compromises to achieve a final system that
meets the over-all weapon requirements. In general, the optimiza-
tion of design is gained by careful analysis of the following con-
siderations:

1. Simplicity in external configuration to reduce development
time and cost

2. Efficient aerodynamic control surfaces to simplify control and
guidance-system circuits and to minimize servo power requirements

3. Missile range, speed, and other performance characteristics that
satisfy the mission requirements

4. Adequacy of the airframe from the standpoint of stability,
maneuverability, and dynamic responses

5. Simple, efficient, and highly reliable power plant

6. Low cost, producibility, and lightweight airframe construction

7. Accuracy of the control and guidance systems to accomplish the
desired mission

8. Reliability of the complete weapon system as well as its
individual components

9. Efficiency in packaging the various major components to
facilitate check-out and replacement

1
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INTRODUCTION 3

10. Degree of complexity in the preparation and delivery of the
missile to acecomplish its mission

It is beyond the scope of a single volume to elaborate upon all the
major considerations involved in missile design. Hence this book is
restricted primarily to the aerodynamic design considerations.

- However, since the propulsion-system and structural-design aspects
are so intimately related to the external aerodynamic configuration
of the missile, a brief treatise on the latter two facets is considered
appropriate for the final chapters.

Fi. 1-1. Panorama of missiles (see facing page). (By permission from Remsen
Advertising Agency, Inc., ©@Aprnil, 1958.)




CHAPTER 2

GENERAL AERODYNAMIC DESIGN
CONSIDERATIONS

2-1, INTRODUCTION

One of the primary goals of the aerodynamics design engineer is to
develop a simple and yet efficient external aerodynamic configura-
tion. As pointed out in Chap. 1, he often has to compromise his
design because of many other important considerations. Conse-
quently many types of design are evolved, each resulting from a
geries of design compromises. The purpose of this chapter is to
discuss the various missile configurations together with their associ-
ated uses, advantages, and disadvantages.

2-2. CLASSES OF MISSILES

Most missiles may be classified into four general classes: AAM,
SAM, ASM, and SSM.

The air-to-air missile (A AM) is one which is launched from one air-
plane against another flying aircraft or air target. This type of
missile 18 generally of the smaller variety because of (1) the carrying
capacity of the relatively small fighter aircraft and (2) the relatively
short range requirements. Because of the relatively short range
involved, the AAM’s are usually the boost-glide type; i.e., they are
boosted to their maximum speed with their own power plant and
glide (or coast) the rest of the way to the target. A solid- -propellant
rocket motor is most frequently used on this type of missile because
of its inherent simplicity, reliability, and attractive handling
features. However, technical advances in prepackaged-liquid
rocket motors have placed these power plants in a competitive posi-
tion with the solid-propellant units, as will be discussed in Chap. 13.
In some cases a boost-sustainer rocket motor is used to improve the
performance characteristics of the missile. The merit of this type
of rocket motor will be discussed in Chap. 13.

4
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The aerodynamic problems associated with launching these
missiles straight ahead of the parent aircraft are relatively simple.
However, caution must be exercised to account for the possibility of
airflow interference between the missile and airplane. This inter-
ference problem is particularly critical for high-speed launchings

from highly swept-wing fighters.
and missile-launch dispersion will
be discussed in detail in Chap. 11.
In the special role of a bomber de-
fense, for which the AAM may be
retrolaunched or launched perpen-
dicular to the flight direction of
the bomber, detailed analysis is re-
quired to determine its launch dis-
persion characteristies.

The maneuverability require-
ment of an AAM is generally the
most severe in comparison with
other classes of missiles. This is
due to (1) the relatively high launch-

This problem of airplane safety

S
&)
®

ALTITUDE ——
I

n~LOAD FACTOR ~—>

Fic. 2-1. Alsitude vs. load factor
(constant Mach number). (1) Re-
quirement. (2) dpax designed for
minimum altitude condition. (3)
Smax designed for maximum alti-
tude condition. (4} Structural
limit. '

ing speeds, {2) high target veloc-
ity and maneuverability, and (3) relatively short flight time for
flight-path corrections. In addition to the severe maneuverability
requirements the wide range of operating altitude presents the
designer a very challenging problem. For example, the missile-
maneuverability requirement generally varies linearly from sea level
to some altitude and then remains at a constant value up to the
maximum design altitude, as shown in Fig. 2-1. However, if the
missile is designed to satisfy the low-altitude (say sea-level}) maneu-
vering requirement with maximum control deflection the missile will
not meet the high-altitude design requirement as a result of the
appreciable reduction in air density, as indicated in Fig. 2-1. Hence
the maximum altitude generally dictates the missile design to meet
the maneuvering requirement with maximum control deflection.
This results in extremely large loading at the low-altitude conditions
if full control deflection is used or inadvertently realized. In order
to keep the structural weight to a reasonable level and avoid exces-
sive flight loads either the control travel must be limited as a function
of operating altitude or some g-sensing device must be used to return
the control surfaces to neutral or some low value.

The surface-to-air missile (SAM) is normally designed for area
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defense against attacking aircraft or ICBM’s.  As a result the aero-
dynamic design depends upon its range, which can vary from a few
miles to several hundred miles. For relatively short ranges, a single-
stage solid- or liquid-propellant rocket motor is generally used.
Again a boost-sustainer trajectory may be used to improve the
missile performance characteristics. Forlonger ranges multistaging
13 often required in order to reduce the over-all weight of the missile.
Ram jets or other air-breathing power plants prove to be advanta-
geous from the economy and weight standpoint. Perhaps one of
the chief disadvantages of using an air-breathing ram jet is that very
large external and/or droppable boosters are required to boost the
missile to ram-jet ignition speeds. The guidance system may vary
significantly for different range requirements. For relatively short
ranges, beam-riding or even infrared guidance may provide sufficient
accuracy for the desired probability of kill. However, forlong-range
intercepts some form of homing or terminal guidance system is
required to ensure an effective kill. The maneuverability require-
ment for this class of missile can be quite severe, particularly against
fast-flying low-altitude targets. Generally this type of missile is
launched vertically or at a relatively high elevation to maximize the
_‘effective area’ of the missile weapon system.
-~ The air-to-surface missile (ASM) is normally designed as an offen-
~ sive or tactical weapon to knock out enemy surface targets such as
gun emplacements, tanks, ships, or airfields. The launching prob-
- lems associated with this type of missile are similar to those associated
with the straight-forward launchings of the AAM’s. Again, the
range of this type of missile varies from a few miles to hundreds of
miles. For relatively short range missions the ASM is normally
boosted off the pylon because of its relatively light weight. Forlong-
range applications the ASM is usually dropped off the pylon, attitude-
stabilized, and gradually boosted up to the required speeds. Multi-
staging may be beneficial for this type of missile if the range is
appreciable. Careful consideration must be given to the missile-
aircraft installation in order to minimize the performance degrada-
tion to the parent aircraft, particularly with the large-sized long-
range ASM’s. The maneuverability requirement for the ASM’s is
generally much lower than that for the AAM’s because of the slow-
moving or stationary ground targets.
\ The surface-to-surface missile (SSM) may be used in two separate
rolesin war. Oneisasa long-range offensive or retaliatory weapon;
the other is for use in support of ground troops in the role of an
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a.rt'illyery battery. The former weapon may have a range which
varies from one thousand to several thousands of miles and may fly
the cruise or ballistic type of trajectory. For the latter type of
trajectory, multistaging is mandatory to reduce the size of the
rocket motor and the over-all weight of the missile for this mission.
An indication of the gains realized by staging will be illustrated in
Chap. 4. Because of their weight these missiles are always launched
from their tipright position on the launch pads. (The maneuvera-
bility requirement is very low, and the chief control requirement
arises from wind-profile (shear) effects on the missile trajectory
during its ascent. ] The reentry body (in MRBM, IRBM, and ICBM
applications) of stich missiles is a design which merits many special
considerations; it will be discussed in Chap. 12,

As an artillery weapon the SSM is normally boosted off a ground
launcher and coasts to the target. Ingeneral only a moderate degree
of maneuverability is required for this type of missile. In the case
of an unguided missile (i.e., Honest John) the stability requirement
is dictated from launch-dispersion considerations which will be
detailed in Chap. 12. A special type of SSM is one which is launched
from beneath the water (i.e., Polaris).

2-3. TYPES OF DESIGN AND CONTROL

Many types of external aerodynamic configurations (and modifi-
cations thereof) used for the four classes of missiles previously de-
scribed are shown in Fig. 2-2. Eachof these will be discussed briefly
to point out the advantages and disadvantages.

1. Wing Control. 6’1 wing-control configuration consists of a
relatively large wing located close to the center of gravity of the
missile and a set of tail or stabilizing surfaces at the aft end of the
missile. This type of control is used mostly in an AAM because of
ite extremely fast response cha,racteristics.j As shown in Fig. 2-3,
instantaneous lift is developed as a result of wing deflection to
provide lift for maneuvering flight. Additional lift is developed as
angle of attack buildsup. Control effectiveness (pitching or turning
moment due to control-surface deflection) C,, from the wings is
generally very low, since the lift developed is located close to the
center of gravity of the missile. However, the resulting downwagh
has a beneficial effect on the tails since it produces a down load which
provides the desired turning moment to develop angle of attack for
additional lift previously mentioned. This beneficial downwash
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effect on control effectiveness is readily apparent in Fig. 2-4. The
wing loeation for a wing-control design is very critical, particularly
for cases where large center-of-gravity travel occurs between launch

and rocket-motor burn-out con-

oS ] WING
ST——=J  CoNTROL

CANARD
CONTROL -

TAIL )
CONTROL 7

__(WINGLESS)
TAIL CONTROL

_ _TAILLESS
WING CONTROL

e

~—NOSE i
CONTROL
DORSAL

- DESIGN

Fig. 2-2.
control.

Types of design and

ditions. Since the wing surfaces
are generally mounted very near
the launch center of gravity (in
order to obtain the daesired degree
of staticstability with a reasonably
small-sized tail), the forward shift
in center of gravity can result in_
a substantial reduction in control
effectiveness and hence maneu-
verability per unit wing deflection,
as shown in Fig. 2-4.

Because of the added lift due to
wing deflection the angle of attack
requiredfor a given trim lift coeffi-
cient or load factor is generally
lower than that encountered in a
tail control. This low value of
trim angle of attack is advanta-

geous particularly from the stand-
point of inlet design for air-breathing power-plant and guidance-
seeker designs. Theaerodynamichinge momentsarerelatively large
because of the large wing area.
Hence careful analysis must be
made to optimize the hinge-line
location for the entire range of
flight Mach numbers to minimize
the servo-power requirements.
Lateral control may be obtained
by superimposing differential wing :
deflections on top of the basic 17
pitch-and-yaw deflection, thereby
simplifying the servo system.
However, several poor features
associated with this type of con-
trol must be carefully consitlered before this design is selected for
particular application, These are (1) relatively large loss in tail
effectiveness due to downwash e, to static-stability contribution,

CONTROL DEFLECTION

J NEUTRAL -

: WING CONTROL
oo~ CANARD o

I ams=T em  TAIL

LIFT

TIME ——>=

~F1e. 2-3. Comparison of missile
responses.
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(2) nonlinear aerodynamics resulting from downwash due to both
wing deflection ¢, and angle of attack e,, and (3) severe adverse
rolling moments induced on the tail surfaces from combined effects of
angle of attack and wing deflection. The latter effect will be dis-
cussed in more detail in Chap. 8.

Nw

a:oo< ' 'Mm&}ﬂl ‘——L

LA {

GLIDE, LAUNCH
C.G. C.G. +Mr

F1o. 2-4. Aerodynamnics of wing control.

2. Canard Control. A canard-control configuration consists of
a set of small control surfaces called canards located well forward
on the body and a set of large surfaces (wing or tail) attached to the
middle or aft section of the missile. In contrast to the wing-control
configuration, the canards (because of their small size) do not gener-
ate a significant amount of downwash to affect the longitudinal-
stability characteristics adversely. Thus relatively large static-
stability margins can easily be obtained by simple changes in wing

Fia. 2-5. Comparison of canard and tail loads.

location. Lift on this type -of configuration is derived almost en-
tirely from angle of atfack since the lift of the canards is generally
nullified by the down load on the wing caused by downwash, as
shownin Fig. 2-5. One of the most attractive features in the canard
configuration is the inherent simplicity of packaging due to the small
size of the control system and its location in the nose. In addition,
“hanges in center-of-gravity locations due to the design changes may
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easily be accommodated by simple relocation of the wings. Since
the total lifting-surface area is generally lower, the total drag and
weight of the missile are reduced.

Some of the major dlsadvanta,ges of the canard conﬁgumtlon are:
(1) Roll stabilization is difficult if not impossible with the use of
the canard surfaces because of their size and downwash effeet on
the wings. Consequently, a more complex method of providing roll,
control is required, i.e., wing-tip controls. (2) Relatively high
control-surface rates are required to obtain the desired rate of re-
gponse since angle of attack must be generated before any lift is devel-
oped, as shown in Fig. 2-3. As the result of the higher surface-rate
requirement, an increase in servo-power requirement is demanded.
However, the resultant servo-power requirement is generally lower
than that required for the wing-control configuration. Therefore,
for relatively small missiles which deo not require roll-attitude stabili-
zation, the canard configuration is probably the best over-all con-
figuration.

3. Tail Control. | With this type of control, it is obvious that the
tail deflection d, must be opposite in direction to the angle of attack.
This feature results in relatively slow response characteristics, since

Ny

A _ __.._____::ob__._j; e
M \J —f\Sr

Fie. 2-6. Typical component loading—tail control.

the initial lift is in a direction opposite to the desired one, as shown
in Fig. 2-3. However, it is advantageous in that the tail loads and
hinge moments are kept. relatively low as the total angle of attack on
the tail is reduced (i.e., xp = &« — ¢ — ). This in turn reduces
the body beriding to a mmimum, since most of the resultant load is
concentrated on the main wings located near the center of gravity,
a3 shown in Fig. 2-6. In addition, the wing-tail interference effects
are reduced, since the forward miain lifting surfaces are fixed, i.e.,
no downwash due to wing deflection ¢, Therefore, the aerodynamic
characteristics are more linear than those for a wing-control design.
Major disadvantages associated with this configuration are (1)
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limited space at the tail end for a control mechanism if a solid
rocket motor is used, and (2) deficiency of tail surfaces to provide
the desired lateral control.j

A special case of a tail control is one which does not have a wing.
This type of configuration is restricted to missiles which require
relatively low maneuverability. The body in this case provides a
goodly portion of the lift with an attendant large angle of attack.
This type of configuration may be used for reentry bodies which may
require small flight-path guidanee upon entering the sensible atmos-
phere. The tail gize and location may be chosen to provide the
desired static- and dynamic-stability characteristics to achieve a
satisfactory reentry to low altitudes.

Another special case of a tail control is one in which a very low
aspect ratio or arrow wing is employed. The tail in this case is really
the trailing part of the wing cut out for control, as shown in Fig. 2-2.
For reasons mentioned above, the aerodynamic hinge moments are
generally very low. However, the trim angle of attack for this type
of configuration is rather high because of the very low aspect ratio
surfaces,

4. Tail-less(or Wing Control). A tail-lesstype of configuration
involves one set of surfaces (wings) with control flaps located at the
trailing edge. The chief advantage of this type of configuration is
the reduced number of surfaces, which results in reduced drag and
manufacturing costs. The most obvious disadvantage of this type
is that the location of the wing is extremely critical. Locating the
-wing too far aft would provide such excessive stability as to require
very large control-surface size or deflection to get the desired load
faétor. Om the other hand, locating the wing too far forward near
the center of gravity would cause a reduction in control efféctiveness
as well as in aerodynamic damping, which is generally required and/
or desirable in most missile systems.

5. Body Extension. Another method of providing controlis the
profitable use of the base pressure or, rather, the pressure differential
between the base and the free stream. A segmerit extending aft of
the body into the region of differential pressure as shown in Fig. 2-7
experiences a lift foree for control. Chief advantages associated
with this design are (1) it has an extremely low servo-power require-
ment since there is no hinge moment, and (2) it is simple and compact
in design. Disadvantages are (1) low maneuverability, (2} inopera-
bility at subsonic speeds where the base pressure is practically non-
existent, and (3) reversal in control between power-on and power-off
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conditions due to jet effects. If positive static stability is required,
flare tail configuration is readily adaptable to this type of control,
since it also provides additional space at the aft end for installation
of the associated control mechanisms,

< R ——

Fic. 2-7. Principle of body extension.

6. Nose-flap Control. This type of control is composed of
segments of & nose section or flap extended from each of the four
quadrants. When not in use they are retracted to form the nose
contour. This type of control, when used with extremely low aspect
ratio tail surfaces, may be suitable for air-launched missiles because
of its compact design. The degree of stability required from a
launching standpoint may be realized with these control surfaces
retracted. However, this type of control has a rather low maneu-
verability characteristic and may be considered only in limited
applications.

7. Dorsal. In certain applications where the over-all span of the
missile is severely limited the use of “doisal” may be necessary.
Dorsal, when used in missile design, may be considered as an ‘‘aero-
dynamic fix” required to make up for the loss in aerodynamie
efﬁcwncy due to reduction in tail aspect ratio and/or area, Sinoe
thig fix is rather inefficient it may be used only in limited and
specialized cases.

8. Jet Contrel. This type of control may be subdivided into
four classes: (1) simple auxiliary jet (rocket) reactions, (2) gimbaled
engine and/or rocket nozzles, (3) jet vanes, and (4) jetavators. The
first type of control may be used to good advantage especially on
small misgiles of relatively short flight duration or on reentry bodies
to provide stabilization or spin (rolling velocity)} to minimize disper-
sion in free flight. Jet or air injection over aerodynamic surfaces.
for augmentation may also be employed. Gimbaled liquid-propel-
lant engines have been used sueccessfully for many years. Far
example, the Viking research vehicles have been successfully flown
many times using this type of control during phases of flight wherein
aerodynamic control is inadequate (i.e., at lift-off where the dynamic
pressure is low or at extremely high altitudes where the air density
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islow). Solid-propellant rocket motors, however, ordinarily cannot
be gimbaled; other means of jet control must therefore be used.
Swivel nozzles on this type of rocket motor (as well as on liquid-
propellant rocket motors) are practical and may be employed.

In addition to the afore-mentioned jet controls, jet vanes are
frequently used to provide or supplement aerodynamie controls.
Although the loss of total impulse caused by these vanes submerged
in the rocket-motor exhaust is relatively low (i.e., generally less than
b per cent), the major problem is to develop a material to withstand
the high temperatures for a prolonged operating period. Considera-
tion has been given to retraction of the vanes out of the hot jet
exhaust when not in operation. However, the temperature shocks
associated with such a mode of operation may be equally detrimental.
In addition, the complexity and added weight of the retraction
mechaniam are undesirable from the standpoint of reliability, cost,
and missile performance. The heating problem associated with the
use of jet vanes is particularly critical when high-energy solid or
liquid propellants are used because of their much higher operating
temperatures. Jetavators are relatively novel devices and may be
used for controls. Jetavator control appears to be adequate and
requires relatively low operating forces because of its low hinge
moments. Under certain design conditions it may be advantageous
to discard all aerodynamic stabilizing and control surfaces and rely
completely on the above-mentioned jet controls. However, detailed
analysis is required before one of these jet controls is selected as
‘either a supplementary or sole means of control for a given missile-
design requirement, '

In addition to the above description of the various classes of
missiles and types of control a few words on wing arrangements are -
felt necessary to close thischapter on general design considerations.

9. Monowing. The monowing arrangement is generally used on,
cruise-type missiles, i.e., missiles designed to cruise for relatively
long ranges like manned aircraft. This type of design is generally
lighter and has less drag than the cruciform configuration. The
wing area and span are, however, somewhat larger. Although the
monowing missile must bank to orient its lift vector in the desired
direction during maneuvering flights, the response time may be
sufficiently fast and acceptable from a guidance-acouracy standpoint.

10. Triform. This type of wing arrangement, which employs
three panels or wings generally of equal area spaced 120° apart, is
seldom used since no noticeable advantage can be realized. Results
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of a brief preliminary analysis indicate that the total wing area of
the triform is equal to that used on a eruciform arrangement and
that consequently no noticeable change in drag may be realized.
In addition, little or no weight saving will be realized, even though
one less attachment or fitting is required, because the total load
remains the same. Thus the increased load per panel requires
heavier fitting for the triform configuration. Also, the triform
panels will have a somewhat larger span with a resulting outboard
shift in loading; consequently the weight per unit area increases,
partially nullifying the gain in the elimination of one attachment.
Triform tail arrangements may be preferred over cruciform when
used in conjunetion with monowing design to provide the desired
degree of directional stability {see Chap. 7).

11. Cruciform. Undoubtedly the most commonly used con-
figuration in missile design is the cruciform. There are several
major advantages in the use of this type of configuration.

1. Fast response in produeing lift in any direction
2. Identical pitch and yaw characteristics.
3. Simpler control system as the result of item 2

One of the most important aspects associated with a cruciform
design is the orientation of the tail surfaces with respect to the wing
planes. Considerable experience was accumulated and experi-

. mental data were derived in the

P '/2o° 50 a /2'0 - late forties and early fifties on this

A unuve) [/ / 5:0°  subject. The significant conclu-

: T~  sion was that an in-line tail surface

: Z Cn provides the best over-all aerody-

namic characteristics for most mis-

sile applications. This conclusion

("x") /  was made on the basis that:

f z A = 1. Desirable stable trim condi-

| m tions at high angles of attack and

F1c. 2-8. Aerodynamic character- fsontrol—g urface d?ﬁecti?n? are rea.l_-

istios of inline and X tail con- iZed, whereas an interdigitated tail

figurations. configuration results in unstable or
divergent conditions.

2. Although an in-line tail conﬁguratmn provides low stability .
at low angles of attack, this is a feature which can easily be compen-
sated for by simple changes in the control-system gains.

To appreciate the significance of this important design aspect,

N
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the downwash and resultant pitching-moment curves are illustrated
in Fig. 2-8. The variation of downwash angle with free-stream
angle of attack is the predominant factor in the determination of the
complete model aerodynamie pitching-moment characteristics, since
the pitching-moment curves for the body alone, body plus wing, or
body plus tail configurations are, in general, relatively linear. The

TABLE 2-1. SUMMARY OF AERODYNAMIC DESIGN

CHARACTERISTICS
_Type of control J Advantages Disadvantages
Wing control. .., | Fast control High hinge moments
Low trim e« Severe servo power required
Relatively good packaging Nonlinear aerodynamies
feature '
Beneficial downwash from Large indunced rolling moments
canard deflection for control | cg travel critical
High drag
Large downwash decreases tail
contribution to static
- stability
Canard control. . . | Good packaging feature No simple lateral control
Low hinge moments Relatively large body bending
Fairly linear aerodynamics moments
cg travel not critical High control rates required
Facilitates design changes Relatively high trim o
Low drag
Tail control. . . . . Low tail loads Blow responss
’ Low tail hinge moments Negative Cy, {initial force in
.|'Low body bending moments wrong direction) )
Fairly linear asrodynamies Packaging problems
Poor lateral control
High trim &

relatively large change in downwash with angle of attack in the low
region for the in-line tail configuration results from the fact that
the tail is located directly in the downwash region. - Consequently -
relatively large losses in static-stability contribution by the tail
surfaces are evident in the complete model pitching moments. As
the angle of attack increases to a sufficiently large value, the tail
surfaces move out of this downwash region, and an increase in
stability results, ag shown in Fig. 2-8. Forthe X, or interdigitated,
configuration the reverse situation is evident.
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SYMBOLS

(y normal-force coefficient

Cy, normal-foree effectiveness (variation of Cy with 8} 9C ~[00
C, pitching-moment coefficient

C,, pitching-moment (or control) effectiveness 0C,,[98

pitching moment

normal force

angle of attack

downwash angle

¢, variation of e with «, de/da

¢, variation of ¢ with 4, defdé

§ control-surface deflection

.o 2

Subscripts
B  body
¢ canard

T,t tail

W wing



CHAPTER 3

AERODYNAMIGC CHARACTERISTICS OF
- AIRFRAME COMPONENTS

3-1. INTRODUGTION

Now that some of the general design aspects of guided missile
configuration design have been discussed, it is necessary to get into
a detailed discussion of some of the specific items or components
which make up the complete missile.

As a missile flies through the air it experiences aerodynamic forces
and moments. These forces, lift and drag, may be classified into two
general types: (1) those due to air friction and (2) those due to
pressure. The former type, i.e., drag, is created by the shearing
action of the air due to its viscosity and the latter by differences in
surface pressures which result in the creation of both lift and drag
forces. In supersonic missile-design studies it is more convenient to
consider normal forees, i.e., forces perpendicular to the missile axis,
in lieu of lift forces. The reason for this is that the component
section and aerodynamic lifting surfaces are generally symmetrical
about the longitudinal axis or chordwise center line; the resultant
aerodynamic-pressure forces on these symmetrical sections are thus
normal to the longitudinal axis or wing chord. In addition, most
wind-tunnel strain-gauge balance systems are arranged to measure
forces normal and parallel to the longitudinal axis of the model. An
-additional advantage to using normal forces is in the stability analy-
sis, as will be discussed in Chaps. 5 and 9.

Before going into the discussion of the aerodynamic characteristics
of the airframe components it may be well to show the resolution of
these forces. From Fig. 3-1 the following force relations are derived:

D=Acoso + Nsina ‘ 3-1)
L=Ncosa — Asina

A=Dcosa — Lsing (3i2)

N=Lcosa + Dsina
17
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To reduce Eq. (3-2) into coefficient form, divide by ¢S and Eq. (3-3)
is obtained:
¢y =Cpoosa —Cpsina

Cy=0gcosa+ Opsina (3-3)

Tt is interesting to note that the value of C,, first decreases and then
increases with increasing angle of attack whereas O alwayaincreases
with angle of attack, as indicated in Fig. 3-2.

In the following discussions, the airframe is assumed to be com-
posed of the body plus lifting and control surfaces. A brief mention

N
L____:‘-_-.._ R
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. a /|
/ |
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A o
. WING CHORD ANGLE OF ATTACK, &
Fie. 3-1. Force resolution. Fig. 3-2. Effect of x onCy, CL, Ca,

and Cp.

of jet controls will also be included to complete the discussion on
control characteristics.

3-2, BODIES OF REVOLUTION

. *_The body of the missile may be divided into three major sections,
the forebody, or nose; the mid-section; and the aft, or hoattail,
gection. Forebodies may have many varieties of shapes, most
common of which are conical, ogival, ‘‘power-series,” or hemispheri-
oal. Theseshapes,shownin Figs. 3-7and 3-11, are used primarily on
missiles of supersonic speeds and are generally selected on the basis
of combined aerodynamie, guidance, and structural considerations.
For example, a hemispherical nose has very high drag from the
aerodynamic drag or performance standpoint, but it is excellent
from the standpoint of structural integrity, aerodynamic heating,
and certain types of guidanee (i.e., infrared). Since the pressure or
wave drag may be several times that due to friction at supersonic
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speeds, careful selection of the nose shape is mandatory to assure
satisfactory performance and operation of the over-all system.
Hence it is of interest to understand and appreciate the aerodynamiec
forces of these forebodies at supersonic speeds.

. 3-3. CONICAL FOREBODY

The supersonic aerodynamic characteristics of a coniecal forebody
will be discussed first since many early theoretical and experimental

SHOCK
WAVE~—

SHOCK
WAVE

STREAMLINE
STREAMLINE

F16. 3-3. Flow past a wedge and cone.

analyses were concentrated on thissimple configuration. The super-
sonic flow over a cone has characteristics which are similar in
appearance but markedly different in nature from those corre-
sponding to two-dimensional flow (i.e., flow over a wedge). The
similarity in appearance is that an oblique shock is formed at the
tip of the wedge and apex.of the cone (see Fig. 3-3). However, the
flow characteristics aft of the shock wave, where the air undergoes
both aerodynamic and thermodynamic changes, are noticeably
different depending upon whether the flow is two-dimensional or
three-dimensional as in this case of the conical nose. Briefly, these
flow characteristics are (1) the shock angle, (2) streamlines or flow
direction, and (3) air properties between the shock wave and surface
of the body. Because the air can change direction in all planes
normal to the flow instead of being restricted to just one plane agin the
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Fig. 3-4. (4) Shock-wave angle vs.
Mach number in two-dimensional
flow. (B) Shodk-wave angle vs.
Mach number for cones. (C) De-
tachment angle ws. Mach number
for wedges and cones.

two-dimensional case, the shock
angle 6 for the same cone vertex
angle and free-stream Mach num-
ber is noticeably less than that for
the two-dimensional case (see Fig.
3-4). This corresponds to a much
weaker shock, and consequently
the air undergoes a smaller change
in property behind the shock.
The streamlines in two-dimension-
al flow change direction abruptly
and travel in a direction parallel to
the surface of the wedge, whereas
in three-dimensional flow these
streamlines turn gradually and
approach the conical surface di-
rection asymptotically as shown
in Fig. 3-3. Finally, the density,
pressure, eto., are not constant
between the shock wave and the
surface of the cone as they are in
the case of a wedge. However,
the pressure along any ray origi-
nating from the apex of the cone
and hence along the cone surface
is constant. This fundamental
characteristic forms the basis
for the well-known conical-flow
theory.

The supersonic flow of air
around cones at zero angle of
attack has been thoroughly in-
vestigated by many experiment-
ers, notable among whom were:
Taylor and Maccoll.1%* The
exact three-dimengional compres-
gible:flow differential equations
can be solved only by considering
the symmetry of the cone, and
thus the problem is reduced to one

* Superscript numbers indicate references listed at the end of the chapter.
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in two dimensions. The resultant equation is of the second order
and nonlinear and must be solved by means of an iteration process.
Results derived may be found in

the MIT conetables®*andare plot- %83 \

tedin NACA Technical Reporf1135. 0.7} x,q N

Figures 3-4 and 3-5 show the shock- 0.6 §’ J g 30°
angle and pressure-coefficient SN e
variations with cone-geometry P05 1 “-\_‘________ 250
and Mach-number effects. These 0.4

results are valid only for con- 4 ;\ ~ 200
ditions under which the shock { 5o
wave is attached to the cone. For  ° A I o
a higher degree of accuracy the C.f r--_..h-- 5o
reader should consult the afore-

]
. 1.0 1,5 20 25 3.0 35 40
mentioned references. MACH NUMBER

The pressure change between Fig. 3-5. Pressure coefficient vs.
the free stream and surface of the 30} number for cones.
cone—written in terms of a pres-
sure coeflicient [defined as (p, — p,)/g or Ap/g] as a function of Mach
number—is expressed by an empirical equation within 5 per cent
accuracy for semivertex cone angles up to 50°.8

Pa—py _Ap _ ( 0.096) (_ci)““ 3.4)
q q M2 /\1O

where ¢ is in degrees
With the pressure defined, the drag (equivalent to axial force at
zero lift or angle of attack) is simply related as

D= % g8 = Cpng8 (3-5)
q
or
Cp= Ap (3-6)
g

Equation (3-6) is the drag coefficient due to pressure on the cone
alone and does not include base pressure or friction drag, which will
be discussed in a later section.

The normal force on the cone is obtained by integrating the
pressure forces in a direction normal to the center line of the conical
body. The theoretical va.lues obtained by various mvest.aga.tors are
as follows:
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From refs. 4 and 5, the values of Cy_at « = 0° for various cone
gemivertex angles and free-stream Mach numbers are shown in Fig.
3-6. Busemann? in his analysis arrived at a value of Cy_= 2 per

radian, which is identical to that obtained with the slender-body
theory. This value is independent of the free-stream Mach number.
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Fra. 3-6. ¢ N, V8. Mach number parameter for cones.

Refinements made by Ferrari® and Tsien® resulted in the following
equations:,

2
2J( cot @ )r—‘l )
ME1 : +J( coto ¥

Cy. = ——= ____)—l(l+2t.anzo').
Moo UMY 1 cosh-t 220 VME—1
cot @ JME—1 {8-7)
2'\/( cot o )2 1
M:—1
Cy, = / (3-8)

. 2 _ cot: a 2
\/M 1 cosh— n ( cot ¢ ) 1

cot ¢ M= M2 _1
Since the pressure is constant along the surface of the cone (conical-

_flovir theory) the center of pressure is at the centroid of the planform
area of the cone, or two-thirds of the nose length aft of the

apex.
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3-4. OGIVAL FOREBODY

Next the aerodynamic characteristics of the ogival forebody will
be discussed, since this type of nose configuration is used more
frequently than the conical nose. An ogive is similar to & cone
except that the planform shape is formed by an arc of a circle instead
of a straight line as shown in Fig. 3-7. A tangent ogive shown in

L AN
]

(&) (8}

Fia. 3-7. (4) Conical and ogival nose shapes. (B) Apfq over cone and ogive
at o = 0°.
Fig. 3-7is one whose base is tangent to the cylindrical mid-section of
‘the body of the missile. The ogival shape has several advantages
over the conical section. These advantages are (1) slightly greater
volume for & given base and length (I/d ratio), (2) a blunter nose,
providing structural superiority, and (3) slightly lower drag.

Semiempirical expressions were derived by E. R. C. Miles!® forthe
form or pressure drag and center of pressure of the tangent ogives.

_ _ 2196(1d)® — 16]} )
0‘_” - P[l 28(M + 18)(l/d)? 3-9)
ep _1 [50(M + 18) 4+ TM2P(5M — 18):1 (3.10)
I 2L 40(M + 18) + TMPP(4M — 3)

where P is the pressure coefficient Ap/q as given by Eq. (3-4). To
facilitate calculation of the value of P, the ogive semivertex angle o,
at the tip of the nose is given as
1
=2 tan™ — C(3-11

a, an 2 (3-11)
It is obvious from Eq. (3-11) that the angle of the tip of the ogival
nose is twice the conical value for the same length-to-diameter ratio
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(see Fig. 3-8). Other characteristics of the ogival nose (i.e., radius
and volume) are derived mathematically in Appendix A.

Results of an independent correlation indicate close agreement
with those derived in Eq. (3-9). This will be shown quantitatively
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Fic. 3-8. Semivertex angle vs. F16.3-9. C N, V8. nose fineness ratio.
length-diameter ratio for cones and

ogives.
.

in Chap. 4. However, the centers of pressure derived by the slender-
body theory3*:3® and by Eq. (3-10) are somewhat different, as shown
below for values of I/d of 2.5 and 4.0, which correspond to semivertex
angles at the tip of the ogive of 22.6 and 14.6°, respectively.

=25 = 4.0

e

i
© Using Eq. (3-10),

' ? — 0558t M =15 059at M =15
L 047at M =30 ~056at M =30
Using slender-bod}; theory, 34,38

‘?: 0.46 G_zE = 0.47
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and is independent of Mach number. Results from experimental
tests indicate that the empirical expression yields results which are
more accurate than those derived from the slender-body theory,

Many other investigators!'-22 have studied the problem of airflow
over ogives and general bodies of revolutions. Syvertson and
Dennis!? developed the second-order shock-expansion method for
bodies of revolution near zero lift. This method appears to give
results consistently more accurate than those obtained from other
theories and is applicable over a wide range of Mach numbers and
hypersonic similarity parameters, the latter defined as M [f. where
[ 18 the fineness ratio of the nose. The variation of ¢ v with f, for
ogive-cylinder configuration is shown in Fig. 3-9 using the simplest
of the three approximatiohs available.

3-5. HEMISPHERICAL FOREBODY

This type of nose is used on some of the missiles, particularly
those which use IF (infrared) seekers. This type of nose Imposes an
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0.6 E h ‘ ‘/ -
7/
REF NACA TN 4201 ’ //
0.5 - r!’ Py -
£ Q2
/ o> =
Co 0.9 : Irl //0-:(’_ -
! / ,"’ -
ri -~ 06/‘ L.
o2 N V0 s 2o
0.2 VA Y i i v ==
' ST
Py
0.1 o e
85 s 07 08 09 10 L1 L2 13 t4 15

MACH NUMBER~M
" Fie. 3-10. Cp vs. Mach number for rounded-nose parabolic body.

extremely high drag penalty on the missile;i.e., wave drag may be
8ix to geven times that of an ogive (see Fig. 3-10). The use of this
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Fi16. 3-11. (4) Profiles of fincness ratio, 3 noses—power series, (B) Prdfiles of-
fineness ratio, 3 noses—parabolic series. (C) Profiles of fineness rativ, 3 xoses—
Haack series and tangent ogive. .
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type of nose on missiles indicates the extent to which an aerodynam-
icist must compromise to achieve an optimum and feasible missile
system.

3-6. OTHER FOREBODY SHAPES

Many other shapes of noses are being used on present-day missiles.
The majority of these shapes may be considered as modified ogives.
On some missiles, the shape.of the nose section may be defined by

OG'VEF} (NFERIOR SV5R 0820
: MACH NO.RANGE 0.8-2.
cong L1 MACH NO.RA
LV.H. ke D——+(H
VK —~D—+—+—D—+—— —2+0
PARABOLA D3
3PHeH S L @ HD-
P -O—-O—
xs/a..@.* |_©;% @L
12~ D=+ @—+H @ O,
3 1 1 1 1 1 1
0.8 1.0 1,2 1.4 1.6 1.8 2.0

MACH NUMBER

F1e. 3-12. Qualitative drag comparison of nine nose shapes (Ij/d = 3.0). (1)
Best {least drag). (2) Better. (3) Good.

some elaborate expression derived purely from radar consideration,
1.e., to minimize refraction and radar-beam distortion. For thege
peculiarly shaped nose sections, the drag may be egtimated by
mathematical expressions or by “eyeballing” the degree of similarity
between the ogive and the shape in question. There are other types
of nose shapes which were derived theoretically from aerodynamic
drag consideration. Some of these are the ““parabolic’” or “power-
series” noses (see Fig. 3-11). Another well-known one is the “Von:
Karman” nose, named after its originator (see Fig..3-11). The
expression for the Von Karméan nose is

7= jli Vo — (I2)sin 2¢ - (3-12)

where ¢ = cos 1 (1 — 2z)
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The coordinate and expressions for a variety of common nose
shapes are included in Appendix B. All these have their best
application (drag standpoint) at certain ranges of operating Mach
numbers. A qualitative presentation of their applicability is shown
in Fig. 3-12, The reader is referred to NACA Technical Note 4201,
which has a vast collection of zero-lift-drag data on bodies of revolu-
tion. This report also contains numerous references which the
reader may #se to obtain additional data.

Quite frequently the aerodynamicist is asked to determine how
much bluntness is acceptable for the nose of a missile, since blunting
of the nose is advantageous from the standpoint of realizing better
radar tracking characteristics, increasing structural strength, and
alleviating the aerodynamic heating problem. The results pre-
sented in Fig. 7 of NACA Technical Note 4201 show the effect of
blunting on the drag characteristics at several Mach numbers. It
can be said that the nose section may be “rounded off” for r/ R values
of 0.2 or less, without causing any drag penalty.

3-7. MID-SECTION

In most.missile configurations, the mid-section is cylindrical in
shape. This shape is advantageous from the standpoints of drag,
ease of manufacturing, and load-carrying capability. The zero-lift
drag (¢« = 0°) of a cylindrical body is caused hy viscous forces (skin
friction) only. At low angles of attack, a very small amount of
normal force is developed on the body, and this results from the
“carry-over” from the nose section. At rather large angles, some
amount of normal force is developed because the cross-flow drag
acts normal to the body center line. The effect of this viseous cross
fiow at angle of attack was reported by Allen and Perkins.?* The
total normal-force coefficient is approximated by

ON = 2g + CDL!=9‘0°% 0'-2 (3']‘3)
where 4, = planform area
8 = reference area

The effects of mid-section or afterbody extension on the aerodynamic
characteristics of conical and ogival nose bodies were systematically
investigated experimentally by Buford® over a wide range of super-
sonic Mach numbers. These experimental data show that the effect
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of afterbody extension is to increase ', and move the center of
pressure aft as a result of body carry-over and viscous cross-flow
effects. It is also noted that Van Dyke’s hybrid theory,'® which
combines first- and seeond-order theories, gives results which are in
reascnable agreement with these experimental results.

3-8. BOATTAIL

The tapered portion of the aft section of a body is called the boat-
tail. The purpose of the boattail is to decrease the drag of a body
which has a “squared-off”’ base.

The latter feature has relatively PRESSURE
DISTRIBUTICN
large base pressure and, conse- 0] )
quently, high drag values because ¢ BODY CONTOUR
of the large base area. By “boat-
tailing’’ the rear portion of the
body, the base area is reduced and
thus & decrease in base drag is @ ‘ @
realized. However, the decrease
in base drag may be partially
nullified by the boattail drag. :

Accurate determination of boattail drag is rather dlfﬁcult because
of the dependence on the geometry of the fore and aft portions of the
body and real-fluid effects. However, for preliminary design analy-
sis, results from correlation of both theoretical and experimental
test data should be used when available. In the absence of experi-
mental test data, the boattail drag may be estimated by theoretical
methods. One such method involves the dérivation of the pressure
distribution over the entire length of the body, as shown schemati-
cally in Fig. 3-13. This figure shows the familiar pressure distri-
bution over the forward portions of the body as obtained by the
Taylor-Maccoll theory and the Prandtl-Meyer equation for an
expansion around a two-dimensional corner, beginning with the
Mach number at point 1. The increase in pressure along the cylin-
drical portion can be approximated by linearized theony® to obtain
the pressure at point 3. The Prandtl-Meyer equation again can be
used, as before, to approximate the pressure at point 4. The boat-
tail drag may then be obtained by integrating the pressure shown in
Fig. 3-13.

Another method involves the use of the second-order theory!? to
predict the boattail drag. The theoretical pressure distribution and

— )

| =l 4

Fic. 3-13. Pressurg distribution
over body.
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wave drags for conical boattails were determined with this theory by
Jack?® using the procedure detailed in NACA Technical Note 2744.
In his theoretical investigation, he assumed that the boattail was
preceded by a cylindrical body section of sufficient length to give
uniform flow at the free-stream Mach number at the beginning of the
boattail (i.e., free-stream static pressure at point 3 in Fig. 3-13).
The results thus obtained appear to be in reasonable agreement
with those derived from the theoretical method previously men-
tioned as well as with experimental test results as shown in Fig, 3-14
' for a typical boattail configura-

N tion. For other boattail con-

Lﬁﬁ‘.o'g DIMENSIONS  figurations, the reader is referred

003 ——CoRRELATION to Jack’s report, which includes
\ | ~=—REF. 49 the effects of Mach number, Loat-
002N tail angle, area ratic, and body

Soot P contours (i.e., boattail shapes).
= — Although boattailing is gener-

05 5 70 25 G0 35 a0 ally used, it (Eloes have some disad-

MACH NUMBER vantages which must be overcome. -
First, the lift on the boattail is
destabilizing, which must be com-
pensated by some increase in tail
area. Next, the center-of-pressure travel is increased with angle of.
attack. Hence one must weigh these adverse factors with the drag-
saving feature to decide whether or not to use boattail in a particular
design. Presumably, no boattail was used on the German V-2
because of the undesirable effect of center-of-pressure travel with
angle of attack.

Fig. 3-14. Typical boattail drag
coefficient vs. Mach number.

3-9. BASE PRESSURE

At supersonic velocities the base of the body experiences a large
negative pressure (relative to ambient or free-stream static pressure)
resulting in a substantial increase in missile drag. An accurate
determination of this hase-pressure coefficient is also quite involved
since it depends on many parameters, including boattail angle,
Mach number, and boattail length, Chapman,? in his investi-
gations, concluded that a strictly inviscid-fluid theory could not be
employed, and consequently he developed an approximate semi-
empirical theory for the real fluid-flow case. Others?-?® have
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analyzed the effects of individual parameters such as Reynolds
number, boundary layer, and tail surfaces near the base of the body.
The combined effects of several of these important parameters were
compiled and correlated with test data with reasonably good success
for the power-off condition (i.e., no jet exhausting from the base).
For typical applications the base-pressure-coefficient variation with
Mach number is shown in Fig. 3-15. The base-pressure drag
coefficient (', is related to the base-pressure coefficient as follows:
Cp, = Opb% (3-14)
where S, = base area
§ = body cross-sectional area (reference area)
Cp, = base-pressure coefficient '

The proper base area must be used in Eq. (3-14). For the power-off
condition the total base area is used, whereas with power on, only
that portion of the base shown in Fig. 3-16 is used.

-0.20
-Qi6
012
S8 ' -
004

9.0 1.4 1.8 22 26 30
MACH NUMBER

Fia. 3.15. Typical base-pressure Fic. 3-16. Effective base area.
coeffient vs. Mach number,

The base pressure is markedly changed by the presence of a jet
emitting from the rocket motor. Limited unclassified data3%-38 are
available to determine the effects of different jet parameters such as
jet pressure ratio (jet static to free-stream static pressure), nozzle
angle, and base diameter. However, most of thé results on jet
effects on base pressure are classified, and they must be analyzed
before an accurate determination of these effects can be made.
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3-10. SUMMARY OF CHARACTERISTICS OF BODIE
OF REVOLUTION .

In summing up the aerodynamic characteristics of the complete
body, the following general observations are noted:

1. The drag of the body at supersonic speeds is dependent pri-
marily on the nose shape and the amount of boattailing.

2. Base drag is greatly affected by the presence of the jet.

3. The majority of the body lift is on the nose section of the body

‘with a small down load on the boattail.

4. The resultant center of pressure for a conventional body varies
from between 15 and 20 per cent of the body length at low angles of
attack. At higher angles of attack the center of pressure of the
complete body can move forward or aft of the nominal center-of-
pressure location, depending on the amount of boattailing.

5. For moderate boattailing, say 7°, the center of pressure tends
to shift rearward with angle of attack.

8. The nose may be “rounded off” to a value of #/ R of 0.2 or less
without causing any drag penalty. '

7. For preliminary analysis the value of complete body Cy may
be assumed to be 0.03 to 0.04 per degree for a wide range of subsonic
and supersonic Mach numbers.

3-11. GENERAL AERODYNAMICS OF AIRFOIL

The next major important item in the aerodynamic missile con-
figuration is the wing or main lifting surface. A quick glance at the
various missile configurations indicates that a great variety of wing
planforms or configurations are used. Undaubtedly, the wing con-
figuration for each of these missiles was selected after detailed analy-
ses had been conducted to optimize the configuration to the require-
ments of each of the complete missile weapon systems. To help in
understanding the logic behind the selection of a given configuration
design, the following sections are devoted to a brief discussion of the
aerodynamics of different wing configurations, including the effects
of airfoil section, wing planform, aspect ratio, and wing area. Itis
beyond the scope of this book to treat the subject of supersonic wing
theory ; the reader is therefore referred to the listing of the numerous
reports on this subject at the end of this chapter.®-43 _

Perhaps one of the most useful and well-known theories used in
supersonic flow over wings is the linearized theory. This theory,
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derived from the exact differential equation of steady compressible
fiow, has the basic assumption that the body or airfoil is very thin.
Other basic assumptions include the requu-ements that (1) the shock
wave is attached to the airfoil and (2) the flow is two- dimensional,
i.e., the air is deflected in only one plane perpendicular to the direction
of ﬂow Using this simplified linear analysis, the value of Ap/q is
given:
Ap 25

_ qa  JMP-1
where & is the wedge semivertex angle, inradians. The above equa-
tion is the well-known “first-order,” “linear,” or “Ackeret”’ theory
for two-dimensional flow.? . Busemann® derived higher-order terms
as constants in a series expansion as

(3-15)

ap = Cyf - Ot 4+ O + Cy8* - (3-16)
q
where C;, C,, . . . are known as Busema.nn constants and are deﬁned
as
C -2 (3-16a)
e
4 2
= 2AIM* — 5M? + 5) (3-168)
B(M? — 1)
10
Cp—=———~ - _(15M°% — 68M°% + 150M* — T5M° + 50 3-16¢)
3 Sra — )7,2( + +50)  (3-16¢)
y = ——1—— (60M'2 — 5G8M® 4 2,222M°% — 2.870M°
750(M? — 1)8

4 4,200M?% — 500M2 - 500) (3-16d)

The above constants are for the case of an expansion wave (4 is
negative) for air (y = 1.4). For an oblique compressive wave, Eq.
(8-16) becomes

AP 051 00° - 10 - OFOS 4 - (3-17)
q
where
1 . .
oY —  (2TM® — 112M° 270 M* — 150M% 4+ 100 3-18
$ = saE g Y + +100) (318)
1 3 . 1

e IMPCL(C,0F 4 CF) — 10(M*>— 1
= Toap iz BACO0] + O — 1000 )

x CC% — 14M30,0, 4 Y5(3M® — b)(305 — Cy)] (3-19)
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The numerical values of €, C;, 0y, and C are tabulated in Table 3-1

and plotted in Fig. 3-17.
Since the normal force on a wing is the result of difference in
pressure between the upper and lower surfaces the normal-force

TABLE 3-1. BuseMaNN’S CONSTANTS

Fory = 1.4
M ¢, - | Cy 0y ct
1.2 3.015 8.307 54.03 53.22
L4 2.041 2.919 5.80 6.13
1.6 1.601 1.950 1.937 2.153
1.8 1.336 1.618 1.144 1.280
2.0 1.155 1.467 ©0.934 1.016
2.5 0.873 1.320 0.943 0.947
3.0 0.707 1.268 1112 1.155
3.5 0.596 1.245 1.309 1.387
4.0 0.516 1.232 1.513 1.621
4.5 0.456 1.224 1.719 1.854
5.0 0.408 1.219 1.925 2.086

coefficient may easily be derived. For the ‘“first-order” linear
theory the normal force is given by

N = (App — Apy)Sy (3-20)

o _ N _ (_Ag) _ (92) __ 2 =2 48

N8y Vel \glv w1 JME—1 Jur—1
(3-20a)

For the two-dimensional wing of zero thickness the normal-force
coefficient is thus

4o
YU
4 4
or Oy, = ———==— (3-22)
JME—1 B

Thus the normal-force-curve slope. of a wing in supersonic flow is
characterized by a decrease in Cy with increasing Mach number,
This is in contrast to the variation in subsonic flow where Cy, varies
approximately inversely as V1 — M2, known as the Prandtl-
Glauert factor. :
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Using a second-order degree of 3 \
accuracy, the value of O fora two- \\ o b
dimensional airfoil of symmetrical c; la] G | i
double-wedge shape can readily be ¢, 1 .—-—CL___.
* - JRR B -

derived. For this condition Eq. ;o ——
(3-16) is reduced to

Ap

—t |
1.0 15 20 25 30 35 4.0
MACH NUMBER

= 0,0 + C,6%  (3-23)
Fra. 3-17. Busemann’s constants
The angle 6 in Eq. (3-23) is the (» = 14).
total local angle between the wing surface and free-stream direction,
From Fig. 3-18 the values of the four regions of flow over the airfoil
are O, = —u-+6 Oy = —a— 48
fly = o + & fy=a—34
By substituting Eq. (3-24) in Eq. (3-23) the pressure differential
{between upper and lower surfaces) for the forward and aft sections
of the airfoil as shown in Fig. 3-18 may be written as

(%’) = (ﬂ”) — (ﬁ’) = 202 + 4C,0d
F 3 1

(3-24)

) q q
(3-25)
(%) = (ﬂ)) -— (éf) = 3Cx — 4C,08
g /4 q /4 q 7
The normal force is the total pressure difference between the upper
and lower surfaces
)
g /F q /4
where § = twice the planform area Sy,. The value of () is thus
Cy = = 20,4 (3-27)
8y
4 4
or On =20 = ———= == (3-28)
SV Yo S

which is identical to the “first-order” linear theory by Ackeret for a
two-dimensional airfoil of zero thickness. The value of Cy_deter-
mined by Eq. (3-27} is valid for only low angles of attack. At higher
angles of attack this second-order

5 9, @ theory must be replaced by the
' - ‘“exact’ theory.®2% However,
® ® for preliminary design analysis

F1c. 3-18. Regions of flow—double- Eqs. (3-27) and (3-28) may be used
wedge airfoil at an angle of attack. for « up to approximately 10°.
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The form or pressure drag is the component of the pressure force
in the chordwise direction at o = 0°. The pressure differential
between the upper and lower surfaces may be written as

(9.2) _ (éé?) — (ﬁff) = 20,8 — 40,
24 1 2

N sp (o @2
(_P) = (_P) _ (_l’) = 20,8 - 4Cud
q /L q /3 q /a
The total pressure-drag coefficient is obtained by
, 1| {Ap Ap 445 44
05, =2(22) 1 (82) | ~ocs =2 =% @a
rol\ gl \ g/ Toymr—1 8B
On the basis of wing planform area,
2
Chp = E—;— (3-31)

It can be seen that the wave drag of the airfoil varies as the thickness
squared. Hence, in designs which require relatively large wings the
thickness must be kept to a minimum to reduce the form-drag
contribution,
The drag due to normal force is readily determined as follows:
2 2
Cp, = COysinacr Cyo = 4o’ = Oy
' g Cn
The center of pressure of a two-dimensional airfoil is at the mid-
chord when the first-order linear theory is used. However, second-
order linear theory must be used to obtain a more accurate center-of-
pressure value. Thisis done first by obtaining an expression for the
pitehing-moment coefficient about the mid-chord Ch,, 2nd dividing
by the normal-force coefficient C'y; as shown below.

M x Ap Ap I3
Cm = 0.5 = O —_= [(—) - (_) }_
s T oS0 N p F“’F p A-’”A 20

- 515 0.25C(2C,x + 4C3ud) — 0.250(2C,a — 4Cyxd)

(3-32)

— Cyd (3-33)
Ont _ Coeb (3-34)

¢ - —
Po.s Cy 201

ahead of the mid-chord.
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The above discussion has been restricted to the most simple and
approximate methods for the determination of two-dimensional air-
foil characteristics. Other more elaborate methods??.43 are available
when more accurate results are desired. The latter methods involve
stepwise application of the known relations for the compression
_ through the shock wave and the expansion around a convex
corner. This procedure is usually termed the “shock-expansion”
method. :

In most practical designs, finite-aspect-ratio wings and wings with
planform cther than rectangular are of interest. These features will
be discussed in the following sections.

3-12. ASPECT RATIO

The above section dealt with the aerodynamic characteristics of
two-dimensional airfoils, i.e., wings of infinite span or aspect ratio.
In most practical cases three-dimensional airfoils are employed. In
the study of airfoils in three-dimensioral flow the concept of the Mach
cone, a fundamental result of the linear theory,isemployed. Accord-
ing to this concept (see Fig. 3-19) the effect of a given disturbance is
felt only within the interior of a circular cone whose vertex is located
at the point of disturbance and whose axis extends downstream
parallel to the free-stream flow direction. The geometry of the
cone is determined by the requirement that the component of the
free-stream velocity normal to the surface of the cone be equal to the
speed of sound in the undisturbed stream. Hence the semivertex
angle of the cone is a function of the free-stream Mach number only
and is given by Eq. (3-35) by inspection of Fig. 3-19.

1

pu=sin~t — = sin™! ﬁ (3-35)

[
|4
where ¢ = gpeed of sound
V = free-stream velocity

For a rectangular wing of finite aspect ratio, there will be a loss of
pressure at the tips because air flows from the lower surface onto the
upper surface as a result of pressure differences. These tip losses
are similar in nature to those realized in subsonic-flow phenomena
except that in the supersonic casz these tip losses are restricted to the
shaded area in Fig. 3-20. Thus it is readily apparent that the effect
of aspect ratio is to decrease the over-all lift or normal-force slope of
the wing. The pressure within this conical area of influence is
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constant along any line radiating from the vertex of the cone
created by the leading edge and wing tip and is determined*%4® {0 be

2o _ 244 J tan (3-36)
Po—P T tan u

where p = pressure at any point
P = two-dimensional value at limit of Mach cone
P, = free-stream static pressure
#' = angle of any ray radiating from wing tip (see Fig. 3-21)
The variation of this pressure {loss) at the wing tip is shown in Fig.

I
SN /H_ct
e

4 \ o8
/ Lo

/ i ;\:§ *

/ \ 7 \

/ ) / A\
/ AY . / \

Fra. 3-19. The “Mach triangle.” F1c. 3-20. Tip effects.

3-21. The resultant spanwise pressure distribution is shown in Fig.
3-24, Evvardishowed that the loss of lift due to the tips is exactly
half the two-dimensional value, which yields essentiaily the same tip
loss as calculated by Eq. (3-38) but differs slightly in the exact
nature of the pressure distribution-(see Fig. 3-21). Using Evvard’s
result, the effects of aspect ratio (i.e., tip loss) on the aerodynamic
characteristics of a rectangular wing can be readily determined below.

From Fig. 3-20 it can be seen that the value of C, for area Tisgiven
by the two-dimensional value [Eq. (3-21)].

s 4
T O, :_7;—‘ (3-37)

The value of C,; at the tip sections II is

20
Oy = Y20y, = 3 (3-38)



AERODYNAMIC CHARACTERISTICS OF AIRFRAME COMFPONENTS 39

The total value of C, based on total wing area be is therefore givenby

v = 54& AI %{I + l‘éiﬁ_ 2A'II (3‘39)
B A +24y 2B A+ 24,
2 2
Since Adg=< A, =b—%
2p B
Therefore, Eq. (3-39) becomes
_ 2 3
Cy= ;43‘ M 1 4_“ ﬁ (3-40)
B b 28 be
4a( ¢ )
or Opy=—|1—— 341
N=g 26 (3-41)
Since 4 = bfe, Eq. (3-41) becomes
4o 1
oy =21 L) 3.42
¥=7 245 (3-42)
4 1
or ¢ =-(1———) 3-43
w=3\' "5 (3-43)

Equation (3-43) shows quantitatively the detrimental effect of
aspect ratio on the normal-force-curve slope. Consequently “‘raked

tips’ (see Fig. 3-25) are sometimes
used to reduce the effect of aspect
ratio or tip losses. These tip losses
may be completely eliminated by
cutting the tips at an oblique angle
equal to or somewhat greater, than
the Mach angle. In this case the
flow over the entire wing will again
be completely two-dimensional.

It is usually more convenient to
use the “‘effective aspect ratio,”
defined as 84, as a common param-
eter. For example, the effective
agpect ratio of a wing at geometric
aspect ratio 3 traveling at Mach

t.0 T , >
| Ve
==
’
p—p‘o's ///
PP, EO.3-36//
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Fic. 3-21. Pressure loss dus to tip
effects.

2 is 5.2. TFor this case the value of CNa is approximately 90 per
cent of the two-dimensional value as shown in Fig. 3-22.
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By taking moments about the wing leading edge and dividing by
the total force given by Eq. {3-43) the center of pressure may be
‘shown to be

p _BA—28 (3-44)
< 284 —1
The variation of center of pressure for a rectangular wing of finite
aspect ratio in supersonic flow as derived by linearized theory [Eq.
(3-44)] is shown in Fig. 3-23. Since the pressure is decreased in the

o
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F16. 3-22. Effect of 4 on C ~,—thin F1a. 3-23. Effect of £4 on center-of-

rectangular wing. pressure location—thin rectangular
wing.

region near the tips the drag of a rectangular wing of finite aspect
ratio must be corrected as follows:

,4_‘52( _L') X
o=\~ 5 (549

By combining Egs. (3-22) and (3-43) it can be shown that the drag
due to normal force is given by

_ 4 ﬁi) .
Cp, = s (1_ Ty (3-46)

Equation {3-46) indicates that the effect of decreasing aspect ratio is
to decrease the magnitude of the induced drag. This is in direct
confrast to the case of subsonic flow, as will be shown in a later
section. It is also noted that in-supersonic flow induced drag is
reslized with an infinite-agpect-ratio wing, whereas in the subsonic
case the induced drag is zero.

Strictly speaking, Eqs. {3-43) through (3-486) are derived for a flat
plate (i.e., airfoil of zero thickness). The effect of airfoil thickness



ATRODYNAMIC CHARACTERISTICS OF ATRFRAME COMPONENTS 41

will be discussed in a later section. Tt has been shown*? that the
value of Cy, calculated by linear theory [Eq. (3-43)] agrees quite
closely with experimental data.®® However, the chordwise pressure
distribution in the two-dimensional-flow region (i.e., area I in Fig.
3-20) determined by linearized theory is noticeably different from.
that measured from tests particularly in the aft section of the wing,
where the pressure over the upper surface is markedly lower than
that predicted by theory. This discrepancy in pressure distribution
may be attributed to airfoil thickness
and viscousor real-fluid effects, the }
tatter of which was assumed to be '
negligible. in the linearized theory.
As a consequence of the discrepancy in
the afore-mentioned pressure distri-
butions, the center of pressure calcu-
lated by Eq. (3-44) will be slightly
forward of the actual value. In
addition, the wave drag calculated by
Eq. {3-45) will be lower than the
actual drag, which includes viscous
effects (i.e., interaction between the
oblique wave and viscous boundary
layer, flow separation, ete.). How-
ever, since the values of the normal-
force-curve slope are in close agree-
ment with test results, the induced
drag predicted by theory [Eq. (3-48))
is generally satisfactory?”.* for wings
with rectangular planform as well
as for wings of other planforms with supersonic leading edges, a
condition in supersonic flow which will be discussed in the next
section. ) ‘
Tt should be noted that Eq. (3-43) is restricted to cases where the
Mach cones from the tips of the wing do not intersect each other.
Hence the limiting aspect ratio is 1/8. For relatively low aspect
ratio or low-Mach-number flight conditions, the Mach lines from the
two tips will intersect on the wing surface, resulting in an area which
is influenced by both forward-tip effects as shown in Fig. 3-24. In
this area, IV’ the pressure decreases due to the two waves are additive -
and result in a substantial loss in lift. Asshown in Fig. 3-24D, the .
length of ad equals the sum of ac and ab (i.e., b = ¢d). The value of

Fia. 3-24. Tip effects on, low-
aspect-ratio rectangular wing.
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Cy, for this condition of low-aspect-ratio Mach number is derived
below.

4 2 2 I
Cv:|:——A — A+ AR —={dygr+ 4 — (347
M= 54 ﬁ( I w) =t 1v):| 4, (3-47)

4 :
ON‘, = [E (Ar + A + 4y + 4yy)

2 1
- E ({411 + Ay + 2AIV)1| A_T (3-47a)

or ON _ g 2A"I + A.‘[I + AIII (3-48)
* 8 Ar

where A, = total wing planform area.

For a given missile configuration design the aspect ratio of the
aerodynamic lifting surface is primarily dependent upon the follow-
ing requirements:

Load factor or maximum trimmed lift
Wing area.

. Trim angle of attack

. Lift-to-drag LD ratio

. Maximum permissible span

O o G DD e

In general, when the maneuverability and range requirements are
high, it is advantageous to use a relatively large agpect ratio since the
normal-force-curve slope is improved. This results in a reduction
in both wing areas and trimmed angle of attack required. In -
addition, a higher maximum lift-to-drag ratio is realized with a

- high-aspect-ratio wing since (L/D)max is proportional to the square
root of the lift-curve slope {for a supersonic leading edge) as given

below.
3]
(5) Y (3-49)
Dimax 2N Cp,

Equation (3-49) will be derived in Appendix C.

In some cases the optimum aspect ratio as determined from
purely aerodynamic considerations must be compromised and re-
duced because of maximum span limitation or severe structural
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loading problems. Insummary the effects of increasing aspect ratio
are as follows:

Increase Cy,, C Dy

Increase (L{IMmax

Increase span

Reduce trim angle of attack

Reduce wing area

Increage structural weight ,
Negligible effect on center-of-pressure travel for 4 > 2

3-13. WING PLANFORM

In addition to the basic straight-wing planform discussed in the
previous section two other basic wing planforms are often used :
delta and swept-back wings. There are many variations of these

RIaY=E s

RECTANGULAR RECTANGULAR STRAIGHT DELTA CLIPPED DELTA
. WITH RAKED TP TAPERED

Fic. 3-25. Typical supersonic wing planforms.

three basic planforms, as shown in Fig. 3-25, each optimized for its
particular application. Many advantages and disadvantages are
associated with each of the three basic planforms used. Conse-
quently a thorough study involving their aerodynamic efficiency,
structural weight, and cost of manufacturing must be made before
the best planform can be determined. In this section the aero-
dynamic characteristics of the delta and swept-back planforms are
discussed and compared qualitatively with the straight-wing plan-
form in order to provide the engineer a “feel’” for selecting a wing
planform. ‘ :

In the analysis of wings of arbitrary pianform it is important to
know whetheér the leading (and trailing) edge is “subsonic” or
“supersonic’’ since the pressure distribution is markedly different
for each condition. The leadjing edge is termed “‘supersonic” if the
normal component of the free-stream Mach number is supersonic,
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i.e., leading edge ahead of the Mach line as shown in Fig. 3-26.
Mathematically, a supersonic leading edge exists when u < e where
e is the leading-edge angle. Other edge conditions are shown in Fig.
3-26. The theoretical pressure in the region behind a supersonic
leading edge and ahead of the Mach angle increases from the two-
dimensional value for no sweep [defined by Eq. (3-15)] to & value of
infinity when the leading-edge sweep angle and the complement of the
Mach angle are equal (i.e., & sonic
leading edge). The equation for
_this pressure variation is given as
Ap_ 2B 55

q ﬁ\/ 1 — n?
where n = k/f as shown in Fig.
3-26. As the leading-edge sweep
SUBSONIC L.E. angle is further increased a “sub-
sonic” leading-edge condition ex-
ists and the theoretical pressure
‘ | at the edge has an infinite value.
Based on the conical-flow the.-

{ ory first conceived by Busemann,
. ; ! : the theorstical aerodynamic char-
/ ) acteristics of delta or triangular

; ! wings have been studied exten-
|supersonic T.£ |susson:c TE. sively by many authors.50-5¢ Ref.
erences 6 and 50 through 54 are
recommended to the reader for a
complete treatment of this type of wing planform, For wings of
arbitrary planform ref. 6 is also highly recommended. Based on
the work of refs. 50 to 54 the normal-force-curve slope of the delta
wing with a supersonic leading edge is shown to have the two-
dimensional value of 4/8. For the case of a subsonic leading edge
the value becomes '

|
|
IL
|

|SUPERSONIC L.E,

Fic. 3-26. Edge conditions.

Oy — 2 tan eftan y

] 75 (3-51)

where E is the elliptic integral of the second kind for

V1. - (tan ¢/tan u)

and e is the triangular-wing semivertex angle shown in Fig. 3-27.
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In Fig. 3-27 the ratio of Cy, to the theoretical two-dimensional
value 4/f is plotted against the parameter tan eftan u. Results
from an extensive and systematic series of experimental tests®® indi-
cate that the theoretical values of Cy, are reasonably accurate for
values of tan e/tan g of 0.6 or below. Above this value the linear
theory yields values of Cy, substantially higher than those obtained
from experiment except at very large values of tan eftan u. ¥or
design purposes it is recommended that experimental values of Cy,
of ref. 55 be used in lieu of theoretical values. The experimental

results also show that the center 12

of area is a good approximation 1.0

of the center of pressure for both —, 08 A

subsonic and supersonic leading- £ o5 V4

edge conditions. ::," 0.9 // /ﬁﬁ_
The effect of sweepback for a £ 2|/ A A

two-dimensional airfoil can bhe o el

shown theoretically to be some- 0 04 08 12 46 20

TAN «/TAN p

;;1:;1 E;nfnfigll‘a:jlvif;;ﬂhzhi;ﬁ;ndo% FIG 3-27. Normfxl-force character-
; istics for delta wings.
Cy, and reducing the wave drag.
Since the pressure acting on the surface is a function of the com-
ponent of Mach number normal to the leading edge instead of the
free-stream Mach number (i.e., M cos A, where A is the sweep
angle), the value of Oy, for the two-dimensional swept-back wing
may be written as
4 cos A
(CnJx = oo A — 1 (3-52)

The form or wave drag may be shown to be reduced by the following

factor:
cos® A

“/MPeos® A — 1

Extensive experimental investigations have been conducted to
determine and compare the aerodynamic characteristics of the three
basic planforms (i.e., straight, delta, and swept-back wings) of finite
aspect ratips for practical applications. For most preliminary
designs sufficient test data and correlation of these data are avail-
able?7.55 o evaluate the quantitative effects of planform systemati- -
cally, taking into account such factors as Reynolds number and
viscous fluid which are not included in the theoretical values. A -
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qualitative summary based on the combined theoretical and experi-
mental results is presented below as a guide in the selection of wing
planform for design purposes. Again it must be emphasized that a
thorough study involving the important factors previously men-
tioned (i.e., aerodynamic efficiency, structural weight, cost of manu-
facturing, ete.) must be conducted before the optimum planform
can be determined.*

3-14. AIRFOIL SECTIONS

Since the pressure over an airfoil is primarily a function of the
angle between the free-stream air direction and the surface, as
previously shown, the airfoil shape or section for supersonic applica-
tion is noticeably different from those sections used in the subsonie
region. In general, sharp-nosed symmetrical airfoil sections of the
double-wedge, modified double-wedge, or biconvex variety shown
in Fig. 3-28 result in the most efficient aerodynamic design. While
a sharp leading edge is desirable from the standpoint of maintaining
shock attachment, thereby reducing the magnitude of the wave drag
and adverse pressure gradient (conducive to separated flow), it is
often necessary to round off the nose of the airfoil to minimize the
aerodynamic heating effect as well as provide structural integrity to
the section. From theoretical considerations a symmetrical section

* As a matter of interest to the reader, many articles written on the selection
of a particular type of wing planform over the past several years may be found
in the following issues of Aviation Week: Mar. 21, 1949; Aug. 16, 1948; Dec. 20,
1948; July 4, 1948; Sept. 17, 1951; Sept. 22, 1852; OQct. 20, 1952; Dec. 7, 1953;
June 24, 1957; and July 15, 1957. Although these articles are primarily con-
cerned with the selection of wings for manned aireraft, the fundamental
problems involved in guided missile design are similar.

Supersonic aerodynamic ' Wing planform
characteristics o
Straight Delta Swept-back

Cy High Low Avg

¢ D: High Low Avg

(L,"D) max Low ngh Avg

Cp, Low High Avg
Lmax Not noticeably affected by planform%0
cp travel, % MAC........ Large Avg Small
Aeroelastic effect .. ....... Small Avg Large
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offers the minimum wave drag, but because of real (viscous) fluid
effects previously mentioned, minimum wave drag is not always
realized on a symmetrical section especially for the case of a relatively '
thick airfoil section where the linearized theory becomes less
accurate. '

In the final selection of airfoil shape, one must consider also the
struetural efficiency and manufacturing cost as well as its aerody-
namic efficiency. From the latter standpoint the double wedge has
the lowest drag for a given thickness ratio whereas the biconvex
section has the lowest drag per i
unit strength.® From the manu- —_—
facturing standpoint the modified DOUBLE-WEDGE ~ MODIFIED D-W
double wedge is preferred, where :
golid sections are involved, since
it is easier to machine. As men- BICONVEX BLUNT TRAILING
Pmned preVl.O}lSly’ the sharp lead. Fie. 3-28. Typical supersonic airfoil
ing (and trailing) edges may have ... o
to be rounded to provide local
structural integrity as well as to minimize the aerodynamic heating
effects. Generally speaking, the biconvex should be used on large
wings which are not solid sections and modified double wedge should
be used for smaller-sized solid wings.

The effects of blunting the trailing edge on the lift and drag charac-
teristics of the airfoil have been investigated by many authors,56-%
notably by Chapman. The latter3® showed that a properly designed
airfoil with moderately blunt trailing edge resulted in a substantial
drag reduction over a double-wedge airfoil of equal section modulus.
In addition, beneficial increases in liff-curve slope and maximum
L/ D were obtained. The stability of the missile (or aircraft) may -
be improved by the use of blunt-trailing-edge wings or control sur-
faces since the tendency for flow separation at the aft section is
minimized (i.e., adverse pressure build-up is reduced).

3-15. WING AREA

The size of the wing-of a missile may be dictated by the following
three important considerations: -

1. Range and maneuverability requirements
2. Types of design
3. Compatibility with subsystem operation.
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Case 1 may result in two vastly different wing sizes, depending on
whether range or maneuverability is the primary factor. In the
case of a long-range missile which is designed to cruise at relatively
high altitudes, a relatively large wing is required to provide the
desired maximum L/D. For this design the wing area is optimized -
when the induced drag is equal to the drag at zero lift, i.e., C p, = Cp,
or Cp = 2Cp. It will be shown in Appendix C that, when this
condition is realized, maximum L/D is obtained. For preliminary
design studies the optimum wing area may be determined by caleu-
lating the values of Cp, and Cp for three different wing sizes and
determining the wing area which satisfies the eondition of U, = Cp,.
However, if maneuverability is the primary concern, which is gener-
ally the case for very short range guided missiles, the wing size will
be dictated from stability and control considerations. In this cage
the wing area and location will be such that adequate trim load
factor (defined as ratio of trim normal force to missile weight) is
realized. Inaddition, a positive stability margin and good damping
characteristics are desired in order to minimize control-system com-
plexity. For example, consider the design of & wing of a canard-
control configuration (see Fig. 2-2) designed for short range and
a relatively large degree-of-maneuverability requirement. For a
given fixed-wing location, too large a wing area may result in & con-
figuration which has an excessive stability and hence may be unsatis-
factory since (1) it does not meet the maneuverability requirement
or (2) it requires increased canard size and hence larger and heavier
gervos to obtain the desired load factor., On the other hand, if the .
wing area fs too small the design configuration may be intolerably
unstable or have too low a stability margin.

The type of design also has strong influence on the wing size. For
example, a wing-control design generally requires a smaller wing area
than a tail-control configuration since the lift .due to wing deflection
for the former design is in the same direction as the main lifting force,
asnoted in Chap. 2. The size of the wing may also be governed by the
operational requirement of the subsystem of the missile. Perhapsone
of the most predominant requirements is the low trim angle of attack
desired from the standpoint of inlet efficiency or radar-seeker opera-
tion. To meet this requirement the size of the wing may be larger
than that required to obtain maximum L/D. Inaddition, arelatively
large wing may be required to obtain a relatively low stall speed,
particularly for missiles which are accelerated to flying speeds from a

- stationary ground launcher, thus reducing the size of the {external)
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booster required. For this case the wing area may be determined by

the following equation:
2w

P VaZCL“
where 8§ = wing area required
W = weight of missile at end of boost (excludlng weight of
booster case if latter is detachable)
-V, = stall speed {or incremental speed due to booster)
(10 = maximum lift coefficient
The method of computing the incremental speed will be outlined in
Chap. 4. In general it is desirable to accelerate the missile to a speed
slightly above V, or to increase the wing area slightly to reduce the
size of the booster required.

(3-53)

3-16. SUBSONIC GHARAC’I_‘ERISTICS OF AIRFOIL

Before leaving the subject of wing and lifting surfaces, it may be
of interest to mention some of the more important aerodynamic char-
acteristics of the wing at subsonic and high subsonic speeds. In the
above discussion, it wag stated that the pressure or wave drag of the
wing (or nose of the misgile) constitutes the majority of the total drag
and is a function of the shape (leading-edge angle) of the aerodynamic
surface. In subsonic flow, the friction drag is over 90 per cent of the
total drag force and ig primarily a function of the type of flow (laminar
or turbulent) and the total wetted area.

The equation for the skin-friction coefficient of a flat plate in
laminar flow (known as Blasiua’s equation), derived from the Navier-
Stokes differential equation of the motion of a viscous fluid, is

La2s
JRe
where C, = skin-friction coefficient based on wetted area -
Re'= Reynolds number {pVLjgz = VLfv)

p = density of air, slug/ft?

¥V = free-stream velocity, fps

u = viseosity of air, s]ug/ft-sec

» = kinematic viseosity of air ufp, ft?/sec
Equation ( 3- 54) may be converted into a drag coefficient by d1v1d1ng
by the ratio of wetted area to reference area:

0, = (3-54)

Oy = 0, detied “Swetted (3-56)

Sreference
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Equagion (3-55) may then be used to determine the drag of any smooth
aexodynamic surfaces (i.e., wing or body) in laminar incompressible
flow.

For the turbulent incompressible flow case’ no. simple theory. is
available or can be derived to define the complex flow characteristics
inthe turbulent boundary layer. - Consequently, empirical or semi- -
empirical expressions are necessary to relate the friction coefficient

with experimental results. The
K=dCpleC” Karman-Schoenherr equation has
) been recommended®® and is given.
ey .

& — ' B (,10g CRe — 0.242 (3-56)
Again, Eq: (3-56) may be used to
convert the friction coefficient into
a drag coefficient using the value of
C, from Eq. (3-56). This will give
the drag of the airframe components iri turbulent incompressible flow.
The effect of compressibility in turbulent flow will be discussged in
Chap. 4, which treats the problem of friction drag more fully in con-

junetion with the performance of the missile,

The above discussion deals with drag at-zero lift or zero angle of
attack for the case of a symmetrical airfoil. The induced drag or drag
due to litt may be expressed as '

Op, = KCF? (3-57)
where K = dCp/dC,2, called the drag-rise factor, may be obtained

from a plot of C;2 vs. Cp as shown in Fig. 3-29. For an elliptical lift
distribution the value of Kis 1/n R. - For nonelliptical lift distributions
the drag-ris¢ factor is usually written as -
1.
- . 3.58
" weR (3-58)

where ¢ is the Oswald efficiency factor and has a value less than unity.
The theoretical value of e may be evaluated by the method presented
in ref. 62, However, correlation of test results of a series of 18 wings
indicates that the induced-drag coefficient may be accurately ex-
pressed as : '

) Co
Fic. 3-29. Subsonic drag-rise factor.

C.t

-y (3-584)

Cp

where m is a constant required to correlate the test results. The value
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of m? was found to be approximately 13 per cent below the theoretical

value of e.
The theoretical lift-curve slope of a thin wing of infinite aspect ratio

in inviscid incompressible flow is given as

@y = 2m per radian (3-59)
The theoretical effects of aspect ratio® and sweep® are glven by Egs.
- {3-60) and (3-61) below: 0.050
L1
Ra, 2m 0.020 e
(Crla=o = = //
" R+2 1+4+2/R L0.010 vt
_ (3-60)  ¢.006 ra
' (R -+ 2) cos A 0.004 “
(Crla = R %eos A {Crla=0 - 0,002 ///
*’ {3-61) = 002004 00204 1 23
1 R REF 65
For low-aspect-ratio wings {i.e., 1.7 -
wings with aspeet ratio less than 1 6]
2), the variation of O, with « R
is nonlinear. A more accurate n:‘; . ~.
representation of the variation of 12 ; ) <
C,, with « is given by®s L S
‘CL = ka® (3-62) 1(){.)02 0,04 04 0.2 0.4 1 23
R

where k& and n are constants and a Fie. 3-30. Lift characteristics of
functipn of aspect ratio as shownin [ow-aspect-ratio wings in' subsonic
Fig. 3-30. flow.

g.

The theoretical eﬂ'ect of compressibility is to increase the in-
compressible subsonic value of O, by the Prandtl-Glauert factor
1/v'1 — M? The compressibility effect on swept-back wings is
given by® :

R4+ 2cos A
RV1 — M?cos? A + 2cos A

(CL,)M = (CL,)M=0 (3-63)

The center of pressure of an airfoil in subsonic flow is generally
between 20 and 25 per cent of the mean aercdynamic chord. - The
effect of compressibility is to shift the center of pressure forward of |
the quarter chord. Since airfoil thickness and section have a pro-
nounced effect on the aerodynamic characteristics, experimental data
should be used whenever possible in lieu of the theoretical results.
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3-17. AERODYNAMIC CONTROLS

Naturally, the type of control surface is directly associated with the
type of configuration (see Fig. 2-2} in question. Perhaps the two
most important design features of any type of control surface are (1)
its effectiveness and (2) its hinge-moment characteristics. Control
effectiveness must be large in order that its area may be kept to a
minimum from the standpoint of hinge moments. The latter must
‘be sufficiently low to make unnecessary large, heavy, and costly servos
required to obtain the desired response characteristics. These two
design features for the wing, canard, and tail control will be briefly
discussed qualitatively below. ,

1. Wing Control. The control effectiveness in terms of pitching
moment per unit deflection is perhaps the lowest of all three above-
mentioned control surfaces. This results primarily from the ex-
tremely small moment arm normally associated with this type of
control. The BW (body plus wing) configuration may actually have
_ control reversal under certain flight or loading conditions (i.e., center
of gravity ahead of wing center of pressure.) Thus the wing down- '
wash on the rearward surfaces contributes to a large extent the result-
ant control effectiveness of the complete model configuration. Al-
though the trim angle of attack may be somewhat lower, the net hinge
moment of the wing control is the largest. Lateral control by differ-
ential wiag deflection may be satisfactory, provided careful considera-
tions are given to the aft surface design, a8 will be discussed in Chap. 8.

2. Canard Control. The control effectiveness is quite large as
the result of two obvious features: (1) large canard moment arm and
(2) downwash on the wing (or tail) surfaces, which can cause an almost
equal amount of pitching-moment effectiveness. Inaddition, because
of the small size, the canard has relatively low hinge moments despite
the relatively large total angle of attack {x -+ 0)onthecanards. This,
in addition to the other features mentioned in Chap. 2, makes the
canard control a very efficient’ aerodynamic and over-all systems
design. Lateral control by differential canard deflection is completely
unsatisfactory because of the low forces and moments as well as the
adverse effect of downwash on the rear surfaces. Hence lateral-
control devices such as wing spoilers, flaps, or tip ailerons are required
for roll stabilization. -

'3. Tail Control. The pitvhing moment or control effectiveness
is quite high in view of the fact that (1) the tail moment arm is generally
fairty large and {2) there is no adverse downwash from deéflection of
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the forward surfaces. The level of hinge moment is low as a result
of the relatively low resultant angle of attack. The method of solu-
tion of the tail-control effectiveness will be presented in Chap. 5 to-
gether with those previously discussed. As mentioned in Chap. 2, the
use of tail control may present a critical packaging problem, especially-
on smaller-sized missiles. In general, lateral control by differential
tail deflection is inadequate because of the relatively short moment
arms as well as the large magnitude of the asrodynamic induced rolling
moments from the large wings associated with this design. Conse-
quently separate lateral-control surfaces.are often required when
movable tail surfaces are used for pitch control.

4. Lateral Controls. Although the previously mentioned con-
trols {i.e., canards and tails) may "be satisfactory for pitch {or yaw)
control they are seldom adequate for lateral (or roll) control. Conse-
quently separate aerodynamic control about the x, or roll, axis is
required and may consist of the following types: flaps, spoilers, or
wing-tip ailerons. The flap-type ailerons are generally located on the
main wing-lifting surface. '~ An excellent collection and summary of
the lateral-control effectiveness of this type of control, presented in
ref. 68 over a Mach-number range of 0.6 to 1.6, is recommended for
preliminary design purposes. A complete bibliography®® of control
research done by the NACA (now the NASA) between 1946 and 1955
is also recommended for further study.

3-18. JET CONTROLS

Jet controls may be divided broadly into two types: those which
obtain most of their effectiveness by blowing air or changing the
pressure over an aerodynamic surface and those so-called (jet) reaction
controls which obtain all their effectiveness by deflecting the jet-
exhaust stream. The former type has received somewhat limited
attention from both the theoretical and the experimental standpoint,
whereas a vast amount of work has been done on the latter. Limited
experimental data™ are available on the lateral-control effectiveness
of jet control using either free-stream or compressed air ejected through
orifices over various portions of the wing. For configurations requir-
ing relatively low lateral-control effectiveness this type of jet control

" may be satisfactorily employed.

Jet-reaction controls have been widely used, particularly on long-
range ballistic missiles which, during portions of their flight, must
operate at very low dynamic pressure. During lift-off and flights at
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extremely high altitudes, jet-reaction control is mandatory to steer
the missile on the proper flight path. Among the most common jet-
reaction controls in usage are {1) simple auxiliary jets (rocket), (2)
gimbaled nozzles, {3) jetavators, and (4) jet vanes. Strictly speaking,
the latter should be classified as an aerodynamic control since the con-
trol forces and moments are derived principally from the deflected
vanes rather than from the deflected jet. The first type has been used
_ primarily in flight testing of experimental models. Small jet rockets
are used to “pulse or excite’ the model to determine pitching-moment
derivatives as well as the model damping characteristics. Jet rockets

l—_bgﬂ

N\ . ‘. . .
\<-08LIQUE |
SHOCK WAVE

NOZZLE

Fi1c. 3-31. Principle of jetavatar operation.

may also be employed to provide veloeity control for satellites. Gim-
baled nozzles may be used to provide control about all three axes with
either liquid- or solid-propellant rockets. The response of this type
of control is relatively low because of its inherent large inertia and .
hinge moments. Gimbaled engines have also been used but have been
restricted to liquid-propellant rockets. The disadvantages associated
with this type of control are similar to those of the gimbaled nozzles
except that their magnitudes are greater. '

A jetavator is a relatively simple jet-deflection device consisting of
a right circular eylindrical ring around the diverging portion of the
nozzle. The hinge line is normal to the nozzle center line when. the
jetavator is in the neutral position. When the jetavator is deflected,
an oblique shock is produced (see Fig. 3-31), causing a large change in
pressure in the jet. The pressure rise across the oblique shock p,/p,
is a function of the jetavator deflection é and Mach number at the exit
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of the nozzle M, and may be determined from N ACA Technical Report
1135. The pressure in the deflected jet p, acts normal to the ring area
A, whereas the ambient pressure p, acts in the opposite direction. As
shown in Fig. 3-31, the pertinent pressure-force components vary as
the sine of the angle #. Consequently the mean pressure force varies
as the mean sin @ (i.e.,sin 6). The resultant force of the jetavator can
then be written as

F =ygin B( P, — pn)A (3-64)
The value of mean sin 8 may be obtained by plotting sin § vs. ring
diameter and then taking the area under the sine curve and dividing
by the ring diameter. This value is #/4. The value of p, is obtained
from rocket-motor performance data. The value of p, is obtained
from atmospheric tables and = ::ist be corrected for base-pressure and
jet effects. From Fig. 3-32 the normal component of the jetavator
force F, is given as

F, = (19z p, — pa)A cos - (3-64a)
4\p,
and the axial or drag component F_is
F, = 4(]92 P, — pa)A sin d (3-64b)
Area 4 may be found by the following relationship:
4= 'fz—h | . (3-65)

where b = m-/2

A single-axis jetavator will be adequate for either pitch or yaw con-
trol, whereas a full-swiveling jetavator is required where both pitch
and yaw control are desired.  For control about all three (pitch, yaw,
and roll} axes, two nozzles, each equipped with a full-swiveling jeta-
vator, are required.

Jet vanes are commonly used for controls about all three axes on
ballistic missiles. For relatively long periods of continuous operation
it is essential to use high-temperature-resistant material over a goodly '
portion of the vanes. In jut-vane design it is important to keep the
thickness ratio to a minimum since it has been shown that the wave
drag of an airfoil varies as the aquare of the thickness ratio. Thigis
particularly important for conditions where the jet vanes are sub-
merged in the jet exhaust throughout rocket-motor operation since
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drag losses occur even for zero vane deflection. The aerodynamic
forces on the jet vane may be calculated by the methods previously
discussed using the environments of the jet (i.e., values of y,p,and M
in the jet to obtain dynamic pressure q). )
* The lateral (or normal) and axial components of the jet vanes F,
and F, may be expressed with the aid of Eqgs. {3-1) and (3-2) and Fig.
3-1 as follows:

F,= Nyycosd — Ajysind (3-66)

F, = Ay cos§ + Ny sin é {3-67)

The drag-loss equivalent to an impulse loss may be determined if the
vane-defiection history is known during rocket-motor operation. The

DRAG DUE TO JET VANE
DEFLECTION /

DRAG FOR JET VANES
IN NEUTRAL POSITION

*—
. &
8 &
o
“F 0 t t
Fic. 3-32. Side view of jeta- Fic. 3-33. Drag losses caused by
vator forees. jet vanes.

latter information can be obtained from simulation studies which
determine the amount of guidance or vane deflection required for
several typical flight conditions. The total drag loss Ip, is then the
total area under the drag-time curve (see Fig. 3-33) and can be ex-
pressed as follows: ' :

[ ta
Ip= _L F,dt (3-68)

where #, = total burning time of rocket motor

SYMBOLS

A ' axial force, aspect ratio, area
4, planform area

C, axial-foree coefficient (4/g8)

Cp ~ drag coefficient (D/gS)
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force-drag coefficient [see Eq. (3 31)]

induced-drag coefficient

drag (coefficient) due to normal force

drag (ooefficient) at zero Lift

skin-friction coefficient

lift coefficient;

normal-foree coefficient

normal-force-curve slope (va.rlatlon of Oy with «),
oC y[0a

pressure coefficient (p — py)/g,

. Busemann constants [see Eqs. (3-16) and (3 17)]

drag force

elliptic integral of second kind [see Eq (8-51)]

force

total drag loss [see Eq. (3-68)]

drag-rise factor, or term used in the “parabolic-series”
nose (see Fig. 3-11.8) '

1ift force

lift-to-drag ratio

Mach number

hypersonic similarity parameter

normal force

pressure coefficient Apfg or C, [see Eq. (3-9)); or -
denotes “parabolic-series” nose (see Fig. 3-11B)

aspect ratio, resultant force, or radius of body shown
in Fig. 3-10

Reynolds number [see Eq. {3-54)]

reference area

area of base of missile

wing planform area

free-stream velocity

stall speed

weight of missile

theoretical lift-curve slope of a thin wing of infinite
aspect ratio in inviscid incompressible flow

wing span, or semispan of jetavator (see Fig. 3-31)

wing chord, speed of sound

center of pressure

body diameter

Oswald efficiency factor

fineness ratio of nose 1,/d
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projected height of jetavator (see Fig. 3-31)

a constant in Eq. (3-62), or tangent of leading-edge
sweep angle shown in Fig. 3-26

length of body or nose section

length-to-diameter ratio

" a correlation constant used in Eq. (3-568a)

a constant in Eq. (3-50) and defined as k/# as shown in
. Fig. 3-26, orexponent in defining the “‘power-series”
nose (see Fig. 3-114), or a constant in Eq. (3-62)
static pressure
pressure differential (p — p, or Py — p;)
ambient pressure (see Fig. 3-31)

.pressure at the exit of the nozzle (see Fig. 3-31)

free-stream static pressure

free-stream static pressure as used in Eq {3-4)

static pressure on the surface of the cone as used in
Eq. (3-4), or pressure in the deflected jet as shown
in Fig. 3-31

free-stream dynamic pressure (Y2pV? or Mayp M?)

local nose radius (see Fig. 3-114 and B), or dimension
of the jetavator shown in Fig. 3-31

radius at the base of the nose section (see Fig. 3-114)

nose radius (see Fig. 3-10)

burning time of the rocket motor

moment arm

angle of attack

VM -1

specific-heat ratio of air (1.4)

wedge semivertex angle (see Fig. 3-3), or jetavator
deflection (see Figs. 3-31 and 3-32)

semivertex angle of a triangular wing

shock angle, or circumferential angle shown in Fig.
3-31 or boattail angle

wing leading-edge sweep angle

Mach angle [see Eq. (3-35)]

angle of any ray radiating from wing tip (see Fig. 3-21)

kinematic viscosity of air

density of air

semivertex cone angle

semivertex ogive angle

~ a term used in Eq. (3-12)
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Subscripts

A aft sections of the airfoil

BT boattail

F forward sections of airfoil

L lower surfaces of airfoil

M effect of compressibility

max maximum

T total

U upper surfaces of airfoil

base {section)

e exit of nozzle

jv jet vanes

x, Y coordinates shown in Fig. 3-32

A with sweepback

L II, IIT, IV denote area shown in Figs. 3-20 and 3-24

1,2,3, 4 denote regions of airfoil in Fig. 3-18

0.5 denotes mid-chord of airfoil

Vel two-dimensional value at limit of Mach cone as used
in Eq. (3-36), or two-dimensional value as used in
Fig. 3-22
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CHAPTER 4

MISSILE PERFORMANCE

4-1, INTRODUCTION

The performance characteristics of a missile can be determined once
the magnitude of the pertinent forces (i.e., thrust, drag, weight) and
flight conditions are known or specified. The methods of caleulating
performance parameters such as maximum speed and rate of climb
for cruise-type missiles are identical with those used on conventional
manned aircraft. For rocket-powered missiles, particularly those
which are accelerated to the desired or required speed and then de-
celerate or glide to their destination, a somewhat different approach
to the performance evaluation is used. This chapter will be con-
cerned with a fairly comprehensive treatment of performance of
missiles designed for both long and short ranges and different modes of
powered flight. In addition, methods of evaluation of drag charac-
teristics of the missile, as well as their application, are presented in
connection with missile-performance determination.

4-2, FRICTION DRAG

Inincompressible flow the skin-friction coefficient depends primarily
on the type of flow (i.e., laminar or turbulent) and the Reynolds num-
ber. Asnoted in Chap. 3, the skin-friction coefficient for laminar and
turbulent flow is given as '

1.328 '
_ — 4-1
L \/Re ( )
and _ JG, log,[C, Re = 0.242 (4-2)

Although Eq. (4-1) has been generally accepted as accurate for the

determination of skin-friction drag in laminar flow, such flow condi-

tions are seldom realized in actual practice except for very low values of

Reynolds number (ie., less than 1 million). For Re > 10%, turbulent
64
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flow generally prevails and Eq. {4-2) must be used. It should be
noted here that a complete understanding of frietion drag in turbulent
flow has yet to be achieved. Recently Coles* proposed the “uni-
versal skin-friction constants” in an attempt to predict skin frietion
accurately with a method of boundary-layer analysis. Results of
limited experimental tests? indicate that the skin-friction coefficient
approaches asymptotically a con-

stant value at Reynolds numbers 70 |
exceeding 21 million. However, 60 (C4 {
until more data are obtained, it is , 50— SCHOENHERR!
recommended that the turbulent & aof=0242 i L0G,(RN1Gs
skin-friction coefficient be calcu- 330 FULLY TURBJ ENT
lated by Eq. (4-2). Figure 4-1isa 20fBLASIUS: (=228 RN el
plot of the skin-friction coefficient {0t FULLY LAM, NAR
as a function of Reynolds number 0 =

108 2 'y o0t

for laminar and turbulent flow.

. L REYNOLDS NUMBER
_ For most flight conditions lam- ., ;| gyin friction coefficient vs.
inar flow prevails over the extreme Reynolds number (incompressible
forward portion of the missile wing  flow).
or body, followed by completely
turbulent flow over the remaining portion of the missile. Tne problem
of drag determination has thus resolved into that of determining the
transition point where turbulent flow commences. No useful theoret-
ical methods are known to exist to determine the exact location of the
transition point because of the complex nature of the flow and the
interaction effects of such factors as pressure gradient, surface smooth-
ness, and Reynolds number. Hence experience and judgment must
be used to determine the transition pointin most preliminary frictional-
drag estimates. In general the transition point of a smooth and
gtreamlined body may be located as far back as 30 per cent of its length.
For missile application the nose tangency point of the end of the nose
or forebody section as a transition point is a fairly valid assumption.
For the wings turbulent flow may be assumed in preliminary drag
evaluation. Once the transition is known or assumed, the next step
is to caleulate the skin-friction coefficient for the laminar and turbulent
section of the body (or wing) as follows:

8y — 5,

s, (4-3)

g .
C,= C,LST'” + C,,
:

* Superseript numbers indicate references listed at the end of the chapter.




66 MISSILE CONFIGURATION DESIGN

where C,, = skin-friction coefficient in laminar flow, Re based on
length z shown in Fig. 4-2 -
C,, = skin-friction coefficient in turbulent flow, Re based on
length !
S, = wetted area over length x
S = total wetted area (over length I)
Although somewhat more exact expressions are available, Eq. (4-3) is
sufficiently accurate for most preliminary drag analyses. :
The skin-friction-drag coefficients determined above are applicable
for condition of incompressible

TRANSITION POINT flow only (the effects of Mach num-

- ber have been neglected), For
QE subsonic speeds the Mach-number
2 effects are not too proncunced.

] ' 1 J However, .for the transonic and
Fic. 4-2. Definition of terms for Supersonicregions, the Mach-num-
friction-drag calculation, ber effects become significant and

cannot be ignored. For the lam-
inar flow the effect of compressibility has been shown by a simplified
theoretic .1 approach to reduce the skin-friction coefficient by the
following expression :

C’, ( 1 )0.1295 '
Phud A e B— 4-4
¢, 1 + 0.85M%5 -4)

where C, is the skin-friction-drag coefficient in laminar incompressible
flow. Results derived by a more comprehensive theory appear to be
in good agreement with those defined by Eq. (4-4). In addition, the
accuracy derived by both theories is. within the seatter of the test data.
Figure 4-3 shows the effects of compressibility predicted by the two
theories.

For turbulent flow the semiempirical mlxmg-]ength theories of Von
Karmén and Prandtl have been used successfully in predicting skin
friction for a flat plate at low subsonic speeds. Based on the most
recent data available, the following expression appears to be most
accurate in defining the effect of compressibility in turbulent flow for
Mach numbers less than 1:

G 1 4.5)
¢, 1+ 0.08M°
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When mixing theory is applied to turbulent coﬁlpressible flow, numer-
ous solutions are obtained that yield results vastly different from each
other and from test data. A com-

prehensive bibliography of theoret- 1.0 T~ T T TR F Lo
ical predictions of skin-friction 1] )

" coefficient in turbulent compres- 09 ]
gible flow may be found in ref. 3. .08 w
Of all these theoretical predictions, %o - [ TURBULENT FLOW -
the “extended Frankl-Voishel” . ™
theory*$ appears to be one of the 06
first to predict the compressibil- 0.5
: ) 1 2 3
ity effect accurately. Subsequent MACH NUMBER

theoriesby Cop e,GWilson,"Tucker,s Fig. 4-3. Effect of compressibility
and others also yield results com- o akin friction coefficient.
parable with those predicted by

the extended Frankl-Voishel theory. For design purposes the latter
theory is recommended, with the results shown in Fig. 4-3. The
expression for the compressibility effect is given below.%

- - (4:6)

_— 0.467
(14250

where C, is the skin-friction coefficient in turbulent incompressible
flow.
The friction-drag coefficient is obtained by

e

8
Y wetted
Op = C, —etted

Y
breferenee

In preliminary design studies it is recommended that the friction-drag
coefficient be increased by 10 per cent to account for surface roughness
and small protuberances.

4-3. PRESSURE DRAG

Pressure or form drag in subsonic flow®%1" ig generally small and
may be neglected in preliminary design studies. However, in the
transonic and supersonic region pressure drag constitutes a great
percentage of the total drag of the missile and hence must be carefully
obtained before an accurate determination can be made on missile-
performance capabilites. Pressure drag in the transonie region ean
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best be determined from experimental test data or by the transonic-
area rule,1® which is highly mathematieal but can be solved on auto-
matic computing machines. In the supersonic-speed region the
pressure drag can be determined by the relationships presented in the
preceding chapter. ' '

1. Body. As previousty discussed, the body-pressure drag con-
sists of three primary parts—nose-wave drag, boattail-wave drag, and
bage-pressure drag. For a tangent ogive nose the wave-drag coeffi-
cient was shown [Eq. (3-9)] to be

¢y — Pl - 2[196(1/d)? — 16]

4-8
W 28(M H8YLd)* (4-8)

A comparison of results obtained by Eq. (4-8) and those derived from
correlated test results mentioned in Chap. 3 is shown below. It can
be seen that the agreement between the two sets of results is satis-
factory for most preliminary design studies.

Mach No. \ Cp,, from Eq. (4-8) COp,, from correlated data
1.3 I C0.115 0.124
1.5 ‘ 0.101 0.106
2.0 0.095 0.095
2.5 1 0.094 0.093

The boattail and (power-off) base-drag coefficients may be determined
from Chap. 3.

2. Wing. The theoretical wave drag of an airfoil has been shown
[Eq. (3-30)] to vary as the thickness squared. For an untapered
rectangular wing with a double-wedge airfoil section, the wave-drag
coefficient was determined [Eq. (3-45)] to be

_4e 1 _
p = B (l 2ﬁA) -9)

For wings of different planform such as a delta wing, the theoretical
wave drag may be obtained from the numerous references (i.e., 50 to 54
of Chap. 3) previously mentioned. However, for practical preliminary
design, experimental results such as those contained in refs. 47 and 55
of Chap. 3 should be used.
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4-4. INDUCED DRAG

For subsonic speeds the induced-drag coefficient may be obtained
by the following empirical [Eq. (3-58a)] expression:

.l

Co, wRm?
The value of m? may be obtained from Chap. 3. For the high subsonic-
and transonic-speed regions, experimental or correlated test results
. must be used in order to obtain
reasonably accurate values of Cj.
However, for supersonic speeds the
induced drag (or drag due to normal
force) can be approximated fairly

(4-10)

dCg 7dCy?

closely as follows: ola—jy'{f E. SUCTION
Lo - EFFECT
ODN=0Di =I\ON :C—V (4'11) M< l M>1
¥

Fie. 4-4. Drag-rise factor vs. Mach

The above expression is quite
number.

accurate, particularly for straight

wings or triangular wings with supersonic leading edge. At lower
supersonic speeds where subsonic leading edge is realized, “leading-
edge suction” effect exists and results in a lower drag-rise factor K as
shown in Fig. 4-4.

4-5. INTERFERENCE DRAG

Interference effects on drag in the transonic- and supersonic-speed
regions are not cdmpletely understood and hence are difficult to
evaluate. Theories such as the transonic- and supersonic-area
rules®13 are available to predict trend and with some degree of
accuracy the actual magnitude of the drag of composite configurations
(ie., body plus wing, etc.). The methods and procedures on the
usage of these highly mathematical theories have been greatly
simplified with the aid of automatic computing equipment. In most
aircraft companies the area-rule methods are programmed on auto-
matic computers and hence the magnitude of the problem of drag
(interference) evaluation is greatly reduced.

Quite frequently one must rely upon experimental results and
correlations for an accurate evaluation of this interference drag.
Much mote effort is still necessary before a guick solution to this
problem can be found.
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4-6. BOOST-GLIDE TRAJECTORY

Boost-glide trajectory is defined as one in which the missile is
rapidly accelerated to its maximum speed and then ceasts power-off
the remaining portion of its trajectory. For relatively short range
missiles (i.e., AAM's, SAM’s, 8SM’s, or ASM’s described in Chap. 2),
this type of trajectory is very common and warrants some consider-
ation. Several methods are available for computing the range and
veloeity history of missiles employing this type of trajectory. These
are (1) “short-cut” or graphical solution, {2) iteration method by -
manual ealculations, and (3) solution of the equations of motion by
automatic computing machines. If the flight path of the missile is
nonlinear like that of a short-range surface-to-surface ballistic missile,
thelast method mentioned is recommended over the first two methods
of solution. However, for certain types of missions the missile may
follow a relatively linear flight path, for which case the graphical or
manual iteration methods may be used. A detailed description of the
latter two methods is given below.

1. Graphical Solution. This “short-cut”’ method has been
found to be extremely useful and timesaving in the evaluation of
performance characteristics for short-range missiles which follow
esgentially a straight flight path, i.e., level flight, diving or climbing
flight trajectory. Itisboth desirable and convenient first to calculate
the burnout condition by the analytical method and then to use the
graphical solution for the power-off portion of the trajectory. The
essential data which define the burnout condition are (1) missile weight,
(2) velocity, and (3) range or space coordinate of the missile. The
weight at burnout is readily known by subtracting the weight of the
rocket-motor propellant (for an integral rocket motor) from the
launch gross weight of the missile. * In case of an etternal droppable
booster the weight of the motor casing and associated attachments
must also be subtracted. The velocity at burnout is the sum of the
initial launch velocity and the incremental velocity due to boost AV,
which may be calculated by the familiar equation shown below.

AV, = K'I g ln}ﬁ‘ — gty sin v, (4-12)
g W
where K" = factor to account for drag effects
I,, = rocket-motor specific impulse, Ib-sec/Ib of propellant, sec
W, = missile launch weight, Ib
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W = missile launch weight minus propellant weight, 1b
y; = launch attitude (assumed constant), deg
t, == rocket-motor burning time, sec
A detailed derivation of Eq. (4-12) is presented in Appendix D. The
veloclty at the end of boost ¥V, is given as

V,= Vi + AV, (4-13)

where ¥ = initial launch velocity
The distance traveled during boost 8, may be calculated by

8, = -VL’;—V-H,, ' (4-14)

In order to calculate the value of AV, the value of K’ must first be
detetmined. This can be done by caleulating AV, by Eq. (4-12) by
assumifg K’ = 1. The uncorrected value of AV, (denoted as AV, )
thus determined is then used to determine the uncorrected end of boost
velocity ¥, . using Eq. (4-13). The weighted average drag can then
be determined for the Va0 and ¥ (and altitude) conditions; hence a
fairly aceurate value of K’ isobtained. By substituting this new value
of K' into Eq. (4-12) the value of AV,, and hence V,, can be readily
determined. If better accuracy is desired the above process may be
repeated using the second approximation of ¥, to determine K’ and
hence AV, and V,. However, for most practical applications only
one approximation is required. Having thus calculated the value of
V,, the distance traveled during boost or accelerated flight can be
readily calculated by Eq. (4-14). With the conditions at burnout
established one can proceed with the graphical method of evaluating
the trajectory characteristics of the remaining portion of flight of the
missile.

The simple case of a straight and level flight trajectory is first used
to illustrate the graphical solution. The procedure involved in this
graphical solution is as follows:

1. Calculate the drag of the missile as a function of velocity by the
following relationship:

D = (Cp, + KC* + Cp, d7p)S {4-15)

where O, = Wg/gS (W is launch weight minus propellant weight,
Op, is the drag coefficient due to control-surface deflection, and
8 is the control-surface deflection required for trim).
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2. Plot D vs. V as shown in Fig. 4-5.
3. Establish slope n which is defined as -

ne AV _ _gAt (4-18)
D W
where At is a constant.
4. Impose slope n at point A, the condition at burnout, and esta-

blish point B. AV is the first approximation of velocity decrement
\ F \Z—E a=D

. .o
Av = o At W, At
FOR D =W, AS SHOWN,

D= W,
F=- Av=32.2 At

|
l
e SLOPE 'n
I
I
|
|
|
|
|
|
|
|

L—ﬁ V~FPS A“L’J oV,
AV =32.2 At jJ LA l:

ov, b
Fi16. 4-5. Graphical solution—level-flight condition.

at the end of the first constant time interval A¢;. Sinee the drag at
point 4 {assumed to be constant throughout A#,) is obviously higher
than the average drag over A¢, interval, a second approximation must
be made.

5. Use average drag C between A and B and again impose slope
at V,, point D. The value of AV, thus determined is generally
sufficiently accurate to establish the conditions at the end of Af,
(i.e., ¥, and §).

6. Calculate ¥, and 8, by

V, =V, + AV, ' (4-17)

V,+ ¥,

8 =8, + Aty (4-18)
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7. Use point E as the initial starting condition for the second tir.e -
interval At, to determine AV,

8. Use average drag @ between F and F and again impose n at V,
(point H) to determine AV,

——————— —— = LAUNCH ALTITUDE

0
— A ALTx1Q*FT
b e — — — — — ASBURNOUT ALTITUDE 0
0w, 5
p = B =oAL At
P BS, VM = (+V) S 5
L& As,y= VAt = (V.+V,JA’ 8 J':“/10
HORIZONTAL RANGE
D
v, v, Y
| R e Ay, =+ Ay, -
L/ o[ WeSINY By = A
|

V~FPS
Fic. 4-8. Graphical solution—diving- ﬁ1ght condition,

9. C&lculate V,and 8, by -
Vo=V, + AV, - (4-19)

8 =8, + it Vep, (4-20)

10. Repeat steps 4 through 9 until the velocity or desired range is
obtained.

The diving (straight-line) flight trajectory is used next to illustrate
the graphical solution. The principle involved is identical except for
a few modifications to account for altitude changes and missile-weight
component. The progedure involved in this case is as follows:

1. Calculate the drag of the missile as & function of velocity for a
range of altitude conditions using Eq. (4-15). The value of O is
defined in this case as (W cos y.)/gS. :

_ 2. Plot D vs. V as shown in Fig. 4-6.

3. Establish slope n as before.
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4. Shift the abscissa up by W, sin y,, as shown in Fig. 4-6.

5. Calculate conditions at burnout, ¥, and §,, using Eqs. (4-13)
and (4-14). i

6. Arc off §, along the flight-path diagram shown in Fig, 4-6 and
read the altitude at burnout,

7. Impose slope n at burnout condition, point 4 as shown.

8. Read AV, (first approximation) at the intercept of slope n with
the new abscissa and calculate 8, by Eq. (4-18).

9. Arc off 8, on the flight-path diagram and read the new altitude
{point B).

10, Compare the drag at altitude B with that at burnout altitude 4.
If the drag at B is approximately the same as that at 4 no further
approximation is required, in which case point B may be used as the
starting point for the next time interval At,. However, if the drag at
B is significantly different from that at 4, an average value of these
two drags must be used for a second approximation, as was done in the
illustration for the level-flight case shown in Fig. 4-5. In general, for
adiving-flight straight-line trajectory no such second approximation is
required.

11. Repeat steps 7 through 10 until the missile impacts or reaches’
the desired altitude and/or velocity.

The accuracy of the above-deseribed graphical method may be
improved by using (1} small values of At or (2) second or third approxi-
mations. In practice the former method is less involved and is there-
fore recommended.

2. Iteration Method. - This method is rather tedious for manual
computation. However, where only a limited number of trajectories
ig involved, this method may be used. A simplified boost-glide con-
" stant-altitude trajectory (similar to the first one used to illustrate the
graphical method) is used here to illustrate this method of solution.
The hoost phase of the trajectory may be calculated by Egs. (4-12)
through (4-14). However, for purpose of illustration, the incremental
veloeitiy (and hénce end of boost velocity) and distance traveled during
boost will be calculated by the iteration method. The power-off
flight will also be caleulated by this method.

Table 4-1 presents the calculations for several time intervals during
both phases of flight to. illustrate the procedures involved in this
method of solution for a typical level-flight trajectory. Row A in
Table 4-1 represents the initial launch eondition of the missile. In
order to start the ealculation for the first time interval (i.e., row'B) -
the value of acceleration z in column 8 must be estimated. In the
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sample ealculation, a value of 646 fps was assumed and was based on
the predicted behavior of the missile for the flight conditions involved.
Using this assumed value of 646 fps, the pertinent information for row
B can be readily determined as follows:

1. Use the average value of ¢ from rows A and B to calculate ¥ for
column 9.

2. Next, calculate ¥, eolumn 10.

3. With V thus determined, calculate M and ¢, columns 2 and 3.

4. Read the value of €, from the plot of ', vs. M and calculate
Cp, for the appropriate Mach number and g.

5. Calculate the drag, column 3.

6. Calculate the new value of @ for row B.

From the sample calculation, the new value of a wag determined to
be 648 fps as compared with the previously assumed value of 646 fps;
this indicates that the assumed value of 646 fps appears to be reason-
ably accurate. However, if increased accuracy is desired or required,
a second approximation should be made using the average value
between the first assumed value of 846 fps and the calculated value of
648 fps. In general, the second approximation should yield suffi-
ciently accurate results to permit one to proceed with the iteration
method as detailed below:

7. Calculate AV, column 9, row C, by the following expression:

AV =3a,_ , —d, 4 (4-21)

where a,_, and a,_, are the value of acceleration for the time interval
before and twice the time interval before the point in question, respec-
tively (i.e., a,_; = 648 and @, , = 642 fps in the saniple calculation).
Derivation of Eq. (4-21) is presented in Appendix E.

8. Calculate ¥, column 10, as shown in Table 4-1,

9. Calculate M and g as befdre (i.e., step 3).

10. Complete columns 4 through 8.

11. Calculate AS and I8, columns 12 and 13. This completes the
calculations for row C.

The above steps 7 through 11 are repeated for the duration of the
boost phase. Row D) represents the end-of-boost condition. In
order to start the power-off phase of flight, row E must be calculated
for T = 0 condition. At this point, the time interval At may be
changed to minimize the number of calculations required.  Again, in
order to start the calculation for the first time interval (i.e.,row F), the
value of acceleration a in column 8 must be estimated. The procedure
previously outlined is then used to-establish the final values for row F.
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Steps 7 through 11 may then be used to determine the complete tra-
jectory information. Tt should be noted that the time interval must
be kept constant throughout the calculation. This limitation is
readily apparent from the derivation of Eq. (4-21) in Appendix E.
However, if it is found desirable to change the time interval, a restart
at this point is necessary. In general, the appropriate time interval
can be selected at the beginning of the computation and kept constant
throughout the trajectory.

4-7. BOOST-SUSTAIN TRAJECTORY

This type of trajectory consists of a relatively short boost period
followed by a sustained powered flight. The velocity in the latter
phase of flight is generally constant, in which case the trajectory is
termed ‘‘boost, constagt, sustained” flight. Where the velocity
during sustaining increases or decreases, the trajectory is termed
“hoost, oversustained” or ‘‘undersustained,” respectively. "For cer-
tain applications, the boost-sustain trajectory is preferred over tite
boost-glide. The main advantages are (1) reduction in the maximum
Mach number required for a given range, (2) alleviation of the aero-.
dynamic heating problem, (3) better missile aerodynamic performance
due to the avoidance of high drag, and (4) simplification of the control
gystem in that the aerodynamic gain (for a glven altitude condition)
is held nearly constant,

For this type of trajectory, the methods outlined in Sec. 4-5 may be
used to determine the missile-performance characteristics during the
boost phase of flight. ~ For the sustained powered portion of flight
either the graphical or iteration method may be used, particularly for
the over- or undersustained cases. In the graphical solution the
abscissa of the drag vs. velocity plot must be shifted upward by the
value of the sustainer thrust (constant thrust is assumed, of course).
However, for the common and simple case wherein the missile is sus-
tained at a near constant velocity, a rather simple expression to
approximate the range R traveled during this portion of flight can be
derived as follows:

T=20
‘T x t = total impulse = I = D¢ 4-22)
since =W, |  (4.23)

where W, = weight of propellant
I,, = propellant specific impulse
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Eq. (4-22) becomes
Wl =Dt (4-24)
sincet = R/V and D = Cp4p V28, Eq. (4-24) can be written as
2w I

b sp . (4_25)
UDpVS

For a given sustainer propellant weight W, the flight time during the
sustained portion of flight is

t o Wl (4.26)
CppV*®s : '
or simply
R ,
f = -— 4.27
v (4-27)

The above simplified expressions [Eqs. (4-25) and (4-26)] may be used
only for relatively short range missiles (i.e., W, < missile gross
weight). For longer-range missiles, such as the conventional cruise
type, somewhat more exact expressions must be used to caleulate the
range and flight time, as will be discussed in the next section.

It is of interest to point out that, if the missile weapon system
permits, it is very advantageous from the standpoint of performance
first to boost the missile up to speed, let it coast down to some lower
velocity, and then sustain for the remaining portion of the trajectory.
Using this technique, the high-drag region is avoided and a substantial
range improvement consequently results. However, the power-plant
design problems associated with this mode of flight are somewhat more -
severe, particularly when solid-propellant rocket motors are used.
These problems will be discussed in Chap. 13.

4-8, LONG-RANGE CRUISE TRAJECTORY

The methods used to determine the performance characteristics of
cruise missilés are identical with those used on conventional manned .
aircraft. Again, it is necessary to know the engine performance (i.e.,
thrust, fuel consumption, ete.), drag, and operating altitude conditions
to determine the various performance parameters such as maximum
speed and rate of climb. To help understand the fundamentals
behind these: calculations, the forces involved are illustrated in Fig.
4-7. The methods used to determine the pertinent performance
parameters are discussed below.
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Fi6. 4-7. Force diagram for various equilibrium flight conditions.

1. Maximum Speed. The maximum speed of the cruise missile
for'a given operating altitude is readily determined if the engine
performance and missile drag characteristics are known. The latter
may be calculated by the following expression:

2 .
D= [C'D., + K(q%) + Co, éTR}qS (4-28)

The value of drag is equivalent to the thrust required for level flight
at a given constant altitude and velocity. The net thrust is obtained
from the engine specification and
must be corrected for installation
losses such as inlet and duct-losses.
The resultant plot of this'infor-
mation is shown in Fig. 4-8 for a
given altitude condition. By in-
spection of Fig. 4-8, the maximum
speed of the missile is defined by
point A, where the net thrust avail-
able is equal to the thrust required
to maintain level flight. Point 4
is really a fictitious or theoretical
Vmax Since it cannot be realized in Vurw (TRUE}

actual flight. Thisisreadily appar-  Fie. 4-8. Determination of Vyax.
ent when one considers the fact that

the missile cannot accelerate to this point because the force T — D
required approaches zero at this point. Henee in actuality Vmax will

“T OR D,#
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be somewhat less than that determined by this method. However,
the theoretical value of Vmax does provide a common basis for per-
formance comparison with other flight conditions or missile systems.

2. Rate of Climb. The expression for the rate of climb can be
readily derived by inspection of Fig. 4-7 and is as follows:

: T—-D
sin yo = - (4-?9)
where y, = flight-path angle
Since sin y is also equal to (R/C)/V, Eq. (4-29) becomes
B_(T-DV (4-30)
C 24
Equation (4-30) is more commenly written as
R 8T — D)V

c W : -30)
where R/C is in fpm and ¥ is in mph. The rate of climb at various
speeds can be calculated using the information in Fig. 4-8 and-
Eq. (4-31). The maximum rate of
climb (R/C)max is readily determined
by plotting R/C vs. ¥, from which
the speed for best rate of climb
Vi Ric)max 18 880 determined. The
hm———————- above steps may berepeated at other
' flight altitudes to determine E/C
for the entire range of operating
altitudes in order to determine the
time to climb to varidus altitudes.

B
|
|
1
R/C, R/C,

RIC 3. Time to Climb. The time
F1c. 4-9. Determination of time to to chmb.to altltugle‘mfa.y be cal-
limb. : culated since the variation of R/C

i with altitude is now kiiown. This
may be done by adding the time increments required to climb between
any two altitudes h; and #,, as shown in Fig. 4-9. In general

o
dhjdt  R|C

' ty Ry I
or f dt =J —dh - {4-33) .
: 4 n RIC

(4-32)
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Since R/C'is assumed to be linear between b, and &,, the time to climb
from £, to k, may be derived from Fig. 4-9:

B R R/C,— RC,

C G k=l

. (BIC)hy — (RICo)h + MRIC, — RIC))

(b — &)

4-34

by — o (4-34)

or ty — & = At = rs (hy — hy) dh {4-35)
Vi (R/Cﬂhz - (Rfcz)hl + h(Rfoz - Rl’Oﬂ

hence by — 1y 1n 2% (4-36)

- B, — RIC,  R[C,
If very small increments in altitude are used, the followihg simplified
expression may be used: :

_ kg — Ry
- RIC, + RIC,

The above assumes a constant speed during climb in that all the
excess thrust was utilized to climb. For most modern high-perform-

ance aircraft and missiles the excess thrust is quite large so that the
~ flight path approaches vertical. Moreover, the speed for best climb
generally increases rapidly with altitude, and a programmed climbing
schedule is more practical. '

The optimum climhing schedule can be approximated by plotting
the rate of climb vs. speed for various altitudes and drawing a straight
line which most nearly goes through the maximum.

For this case a considerable percentage of the excess thiust is used
to accelerate the aireraft, and a correction to the rate of climb is
required. Equation (4-29) then becomes

(4-37)

sinyg— ——D _ % (4-290)
: W g
where a = acceleration. But
av._ dVdk 4V _ .
= — = — — — Smyc
dt dh dt dh
and the equation of motion may be written
(RC); (B)a=a (4-31a)

T 1 (Vig)dV/dh)

where (RC), = rate of climb in accelerated flight
(RC),-y = rate of climb at constant speed
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In practice, it is sufficiently accurate to use an average d V/dh from the
curve previously described. The time to climb may then be computed
as before, utilizing the reduced rates of climb (RC),.

4. Stall Speed. The stall or minimum speed of the missile
may be ¢alculated by the following
expression:

Ve J W (438
OLmux P S

A typical summary plot of
\ the above-mentioned performance
Fic.4-10. Summary of performance.  parameters for the cruise missile is

shown in Fig. 4-10.

5. Maximum Range. The maximum range ofa cruise missile is
the sum of the distances traversed during climb and level-flight por-
tions of its trajectory. The distance traveled during climb may be
caleulated by the following equation:

MAX, ALT.

Bop = V:R;C),,,.,"(;L 008 Yor {4-39)

. where ¥ zc,.., = average velocity for the best rate of climb
te g = time to climb to cruise altitude
yor = flight-path angle in:climb
The range for a given level-flight condition may be readily determined
by the provedures outlined below:
1. Select three or four different Right speeds and missile-weight con-

- ditions.

2. Calculate Cy, = W/gS.
3. Determine €y, from Cp, vs. Gy plot or Cp,=C p, + KC2+Cpybrr
at the appropriate Mach-number eondition. '
4. Calculate D = Cpg8 = thrust required.
5. Determine the engine fuel consumption, lb/hr, from the engine
specifications.
6. Convert the enginé fuel consumption in terms of mlles per pound
~of fuel consumed by
V  miles hr
Ib/hr - hr b
7. Plot rniles/lb vs. I/ as shown in Fig: 4-11.
8. Read from Fig. 4-11 the maximum values of mlles/lb and plot
thege maximum values vs. missile weight as shown in Fig. 4-12.
9. The range during cruise is the area under the curve defined in -

Fig. 4-12.

= miles/lb
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Steps 1 through 9 are then repeated for other flight or cruise altitudes
to determine the over-all range of the missile for the various mission
profiles,

.V FOR BEST CRUISE

LY
A .
Mi N Ww=a —F
iad \ =9
LB /—\*\B '-—..:J
~C
V~MPH (TRUE) WEIGHT~LB

Fra. 4-12. Determination of cruise
range. W, = weight at start of
cruige; W, = weight atend of cruise.

Fig. 4-11. Determination of best
miles per pound and V for beat
cruise.

4-9. LQNG-RANGE BALLISTIC TRAJECTORY

The general nature of the trajectory flown by long-range ballistic
missiles is shown in Fig. 4-13. Because of the enormous weight
involved, the missile is launched vertically from the launching pad.
Because of the low values of dynamie pressure during lift-off, no large
control or guidance commands '
other than those required to
keep the missile in a vertical as-
cent are required. As previously
noted, auxiliary jet controls are

CUT-CFF

8= CONSTANT

used during lift-off until sufficient ¢
is attained, “whereupon aerody-
namic controls are used. In cer-
tain cases, jet controls are suffi-
ciently adequate to eliminate

GRAVITY TURN

ALTITUDE —

VERTICAL ASCENT
HORIZONTAL RANGE —
Frc. 4-13. Typical ballistic-missile

completely the aerodynamic con-
trol surfaces. After a fow seconds _
of vertical rise, the missile is commanded into a “‘gravity” (or zero-lift)

turn by simply tilting the velocity vector of the missile fora short period.
This “gravity” turn is continued until the missile reaches a sufficiently
high altitude, at which point the missile is commanded to fly a con-
stant-attitude trajectory as shown in Fig. 4-13. The altitude at which

trajectory during powered flight.
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the missile starts its constant-attitude flight is primarily dependent on
the severity of the air loads associated during this transition phase.
Powered flight is continued in this predetermined optimum attitude
or angle until the required velocity is attained, whereupon thrust ter-
mination is effected. Immediately upon thrust termination, the re-
entry body is separated from the last stage (in the case of multistaged
conhguration) and commences its free-flight ballistic trajectory to the
target. The above-described trajectory may be modified somewhat
by cextain limitations of the guidance system in the missile.

The methods used to calculate the performance characteristies of
ballistic missiles are somewhat different from those previously de-
scribed in this chapter. While these methods appear to be relatively
simple, careful considerations'must be given to the various design and
trajectory parameters in order to realize the desired optimum perform-
ance. The following sections will-be concerned with the methods of
caleulation as well as a brief discussion of the effects on performance of
several of the important design and trajectory parameters.

The problem of determining performance characteristics of ballistic
missiles may be conveniently divided into two parts, powered flight
and unpowered free-flight trajectories, which are discussed below.

1. Powered Flight. The equation of motion for the missile in
powered flight may be written as follows:

Wot WodV _VidWs | 4 ipo— b))~ CprspV?s — (W + W,)siny
g dt g dat :
Thrast Drag Gravity (4_40)

where W5 = weight of missile at burnout

W, = weight of propellant

V¥, = jet-exhaust velocity (g1, at SL)

A, = nozzle exit area

p, = nozzle exit pressure

p, = ambient exit pressure
It is apparent that, because of the drag term, no closed golution to
Eq. (4-40) is obtainable. Hence it is necessary to solve Eq. (4-40) by
either of two methods: (1) the iteration method outlined in Sec. 4-6
or (2) by Eq. (4-12), by making an approximate correction for drag
and gravity losses as previously outlined. One further simplification
may be made in that the missile is assumed to fly a constant-rate-of-
turn course instead of a “‘gravity” turn in-actual flight. This last
assumption permits one to apply an average correction readily for
gravity losses [Eq. (4-12) or (4-40)] during powered flight.
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At the start of a new missile design, it is desirable to calculate the
missile-performance characteristics for a few typical flight conditions
using the iteration procedure previously outlined. For the type of
trajectory involved, it is necessary to modify the precedure somewhat
to account for the changing flight path during powered flight. The
modified procedure is shown in Table 4-2. Having thus determined
the general nature of the trajectory, one can make first-order approxi-
mation for other missile designs or flight econditions using Eq. (4-12)
to determine the velocity of the missile at burnout. The range and
altitude at burnout may be approximated by the following expressions:

z = Plcos y)i, © (4-41)

y = V{sin ), (4-42)
Since the distance the missile traversed during powered fiight is only
a small percentage of the total range of the missile, Eq. (4-41) appears
to be adequate. Equation (4-42) also appears to be satisfactory since
inaceuracy in the determination of altitude at burnout has only a small
effect on the range of the missile, as will be shown subsequently. In
the above discussion, a flat earth is assumed. This agsumption is
valid since the traverse during powered flight is relatively small.

2. Unpowered Flight. Once the conditions at burnout are
established (i.e., cutoff velocity, altitude, and angle), the range for the

50
@ 40
s AN
(L] - h T i Wi
"'--..__ .0,
u '-31..__,9_5 M. = 30 N3
‘L 42 =" ‘—::--...____ <zl.'
= /1 20 N w5 ] heo.
2 38 1780 — S N
s /4150 = oxey,
S 34— /] 310 N,
g / ' N
> .
30 0 -
6 2 4 6 8 10 12 ) 2 4 6 8 10
-RANGE~10? N.MI. RANGE~10® N, M,
(A) . (8)

F16. 4-14. Cutoff angle vs. range.

free-flight portion of the trajectory is readily determined. The free-
flight ballistic trajectory is essentially identical to a vacuum trajectory
of an object traveling within the gravitational field of a spherical non-
rotating earth. The resulting trajectory is one of Kepler's planetary
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ellipses with the far focus located at the center of the earth. Expres-
sions which relate the range of the missile as a function of the various
trajectory parameters, at the cutoff condition, have been used to calcu-
late the missile-performance characteristics in free flight. The results
of these calculations are shownin Fig. 4-14. The maximum range {and
corresponding times of flight) shown in Fig. 4-15 were obtained by

16 | 30
o [ (e @ 25 o
a s 0 NMI. vy L=
L e =
iy &0 } = - 20 =
= 100 / 2 15 44 hr:.u.1
T g = L 7RSO Ml
> p— N .
= 9 IO—% 100 —
S 4 ;/4 o B —
z | 7 = | |
= 0 0 2 4 6 B 10
0 ? 4 6 8 1o 12 RANGE~IO* N.MI,
RANGE~T0? N.MI. g 2800 (8] ‘
o (Al € 2400 =
w L
© 1800 T 2000 )
é 800 ‘hc.o. ! ] % 1600 hes,
© 0 N.ML | === & .00 oNM. | |
-5 80050~ === — P 100 ;
o 400 L 3 800
< 200 = 400
w =
z 24 & 8§ 10 12 % 2 4 6 8 140
RANGE~10® N.MI. RANGE~ O* N.MY.
{93 (D)

F1e. 4-15. (A and B) Velocity ve. range (optimum launch angle, free flight).
(C and D) Flight time vs. range (free flight).

using the optimum-cutoff-angle information from Fig. 4-14. Tt is
apparent from Fig. 4-15 that the cutoff veloeity is the primary param-
eter from the standpoint of range. The cutoff altitude has only a
small effect on range. This is particularly true for the long-range
conditions. ‘

By neglecting the drag effects on the range traversed during powered
flight, the range of a ballistic missile was shown to be!?

B=ryp= 2 tan-l Sn0cosb, 4.43
rﬂ(P Tp tan (1['?:2) _ 0082 8}.' ( )
where ¥, = V,/V, = ratio of cutoff velocity to satellite velocity
6, = angle of incidence as shown in Fig, 4-16
The uptimum trajectory (defined as one yielding maximum range for
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a given -velocity V,) was determined by differentiating Eq. (4-43) with
“respect to 8, and equating to 0. The resulting expressions became
P2=1 - tan®0,

(4-44)
p= E. x — 40,

o

The results derived from the above equations are shown in Fig. 4-17.

16 ) " ESCAPE VELOCITY
60 /50420730 A6 Y08
= w.zI 1/' L —2.04 12 /
2 A
N S _— 04 /
> =0.2
= \' hY :’)I
S 4 e ~T1 |
o MINIMUM (“ REF 14, NACA
> | VELOCITY TN 4046 |
LINE v
o tME T
¢ 10 20 30 40 50 60 70 8090
‘ INCIDENCE ANGLE, 8, DEG.
Fi1c. 4-16. Idealizéd ballistic-missile Fia. 4-17. Variation of velocity
trajectory. with incidence angle for various

" values of range of ballistic vehicles.

3. Design Considerations. Perhaps one of the most important
design considerations which demand careful analysisis therequirement
for rocket-motor staging. For relatively short range missiles {range
less than approximately 200 miles, which varies somewhat depending
upon the pay load) a single-stage rocket motor is generally adequate.
However, for longer ranges, multistaging is required in order to keep
the launch weight of the missile to a minimum. Also, for a given
allowable launch weight, increased range is possible by multistaging.
By optimizing the distribution of structures and propellant between
the various stages of a multistage or “step rocket,””15-2 maximum
range may be realized. The pronounced effects of staging on range
‘may readily be shown with two simplified examples presented below:

Ezample 1: Launch weight = 20,000 Ib, top weight = 5,850 1b,

Case a: Single stage.

Total rocket-motor weight == 14,150 1b
Propellant weight = 12,0001b
Mags ratio = 0.85 ‘
Specific impulse I,, = 240 sec
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Neglecting drag and gravity,
20,000

AV, = Lol YL _ 240 x 3221 = 7,070 fps
Wy 000 '
Case b: Assumed two stages of equal motor weight, mass ratio, and
specific impulse as above.
Weight of one rocket motor = 7,075 1b

Weight of propellant (one motor) = 6,000 1b

Vy=240 x 3221n— 20000 5 750 fps
20,000 — 6,000
AV, =240 x 3221n 20,000 — 7,075 = 4,820 fps

20,000 — 7,075 — 6,000
ZV = AV, + AV, = 7,570 fps

From the above calculation, it is seen that the maximum velocity for
the two-staged missile is approximately 7 per cent greater than that
uging s single-stage design. Since the range varies approximately as
the velocity squared, a 14 per cent increase in range is thus realized by
staging. By optimizing the mass distribution, a maximum increase
in range of approximately 16 per cent may be realized.
Ezxample 2: Launch weight = 20,000 1b, top weight = 1;150 lb.
Case a: Single stage,
Total rocket-motor weight — 18,850 1b,
Propellant weight = 16,000 lb
Mass ratio = 0.85
Specific impulse 7,, = 240 sec

AV = 240 x 32210 2299 _ 19 490 fps
s 000

Case b: Assumed two stages of equal motor weight, mass ratio, and
specific impulse as above. '
Weight of one rocket motor = 9,425 Ib
Weight of propellant (one motor) = 8,600 lb

AV, = 240 x 32210 22990 _ 3 930 s
12,000

AV, = 240 x 32.21n — 20000 — 9426 _ 16050 4
" 30,000 9,425 — 8,000

ZV = 14,800 fps .
From the above calculation, it is seen that the maximum velocity
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for the two-staged design is approximately 19 per cent greater than for
the single-stage design, corresponding to a 30 per cent increase in
range. By optimum staging, a maximum increase in range of 67 per
cent may be realized over the single-stage design. Henceitisapparent
that both multistaging and optimum staging are mandatory from the
standpoint of obtaining the maximum possible range for a given
launch-weight condition. '

Another important design consideration is the thrust level of the
rocket motor. For a given total rocket-motor impulse, & high thrust
level will result in a higher drag loss, whereas & low thrust level (which
entails a longer burning time) may result in large losses due to gravity.
Hence it is necessary to conduct a detailed analysis in order to deter-
mine the optimum level of thrust to yield the greatest incremental
velocity, or range. The operating pressure of the rocket-motor units
must alsa be carefully analyzed since an increase in mass ratio (defined
as the ratio of propellant weight to total rocket-motor weight) may be
realized with a low operating-chamber pressure. On the other hand,
the specific impulse of the propellant (defined as the ratio of total
impulse to weight of propellant) is degraded with decreasing operating
pressure.

SYMBOLS

A agpect ratio

A, exit area of nozzle

Cp drag coefficient D/gS

Cp, induced-drag coefficient

Chp, drag (coefficient) due to normal force

Cp, wave-drag coefficient

Cp, drag coefficient for zero lift

C D, drag (coefficient) due to control-surface deflection
C, skin-friction-drag coefficient

C,, skin-friction-drag coefficient for incompressible flow
Cr lift coefficient

Crone maximum lift coefficient

Cy normal-force coefficient

Cu normal-force-curve slope 8C /g«

D’ drag forces

I total impulse

I, fuel specific impulse

X drag-rise factor
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a factor to account for drag effects [see Eq. (4-12)]
Mach number

pressure coefficient

range of missile

rate of climb

Reynolds number

reference area, or range of missile

wetted area over length [ shown in Fig. 4-2

‘wetted area over length x shown in Fig. 4-2.

thrust

forward speed

average velocity

cutoff velocity

ratio of cutoff velocity to satellite velocity V,/V,

jet-exhaust veloecity

stall speed

satellite velocity

weight

weight of missile in burnout. condition .

weight of missile at launch

weight of propellant

acceleration

body diameter

altitude

altitude at cutoff

length

a correlation constant used in Eqs. (3-58¢) and (4-10)

a slope used in Fig. 4-5

ambient static pressure

static pressure at the nozzle exit

dynamic pressure (14p¥?)

radius of the earth

{flight) time

burning time of rocket motor

angle of attack

VME -1

specific heat of air, or flight-path angle

flight-path angle (in chmbmg flight)

launch attitude ,

semivertex angle of leading and trailing edges of air-
foil, or control-surface deflection
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dpp control-surface deflection required for trim

6 flight path of a ballistic-missile trajectory (see Fig.
4-13)

é average flight-path angle [see Eqs. (4-41) and (4-42)

and Table 4-2]
8, angle of incidence as shown in Fig. 4-16
p density of air ‘
P subtended angle shown in Fig. 4-16

Subscripts

CL in elimbing flight

E empty or burnout condition

L launch condition, or laminar-flow eondition

N due to normal force

T turbulent-flow condition

TR trim condition

a with acceleration

b during boost or due to boost

co cutoff condition

n —1,n — 2 denotetime interval before and twice the time interval
before the point in question {see Eq. {4-21)]

une uncorreeted condition

0 incompressible as used in Eq. (4-4), or zero-lift condi-
tion as used with Up

1,2 denote points on trajectory (see Figs. 4-6 and 4-6)
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CHAPTER 5

STATIC LONGITUDINAL STABILITY
AND CONTROL

5-1. INTRODUCTION

The effectiveness of a guided missile weapon system, in terms of
accuracy and probability of kill, depends greatly on the response
characteristics of the complete guidance, control, and airframe loop.
One of the most important jobs of the aerodynamicist or configuration
designer is to see that sufficient natural static and dynamic airframe
stability’ and damping are provided in the airframe system. Once
this is achieved, fewer components and “‘servo or electronic fixes,”
which require additional components, are needed to meet a given re-
sponse requirement. In addition, he must design the airframe with
gufficient load factor or maneuverability in order that the missile can
execute reasonably low turning radii for interception with the target
or flight-path correction due to launch dispersions. (Unfortuna.tely,
these two design requirements, i.e., stability and maneuverability, are
conflicting in that maneuverability decreases as stability is increased.
The purpose of this chapter is to gnalyze some of the various aspect
of missile stability and control. lll\f[ethods of analysis are presented
for two general types of design : (1) forward control—where the controt
surfaces are located ahead of the missile center of gravity, and (2) aft
control—where the control surfaces are located behind the center of
gravity. )

5-2. TWO-DEGREE-OF-FREEDOM ANALYSIS

1t is convenient to study the static longitudinal stability and control

characteristics of a'missile with the aid of a two-degree-of-freedom (one

rotational and one translational motion) analysis. Constant forward
94 '
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veloeity is therefore assumed in this case. The equations of motion
~ are as follows:

M=1I= Mo+ Mo+ Myb + M + - -

— (O &+ O, 0)a8d + (Cof + C, .00 8L (5-1)
_( mﬂm + ms )q ( mé + m;a 2V S
and F=mVp=Fua+ Fob
= (Cpo + Cr,8)8 (5.2)
Since C‘Lug C’N“, Eq. (5-2) becomes
mVp = (Cy + Cy, 0188 (6-2a)

The geometric relationship between 6, o, and y (shown in Fig. 5-1} is
expregsed as
=a+y (5-3)

In steady-flight condition (i.e., missile in equilibrium), the summa-
tion of moments about the center of gravity of the missile is zero. .
Consequently Eq. (5-1) is equated to zero. Since the damping terms
Cross C s €., can be neglected, the pitching moment due to control-
surface deflection must be balanced
by that due te angle of attack. L Sy
Mathematically, this equilibrium . @,y
condition may be expressed as
follows:

Cparr = —Cpyd (5-4)

The condition for static stability Fig. 5-1. Angle relationship.
is that the sign of C_ must be

_negative, i.e., a negativefl or nose-down, pitching moment is realized
with an increase in angle of attack or lift. Hence, when an upgust
strikes a missile flying in equilibrium condition, the missile tends to
nose down, or “weathercocks” in the direction of the -gust. (The
controllability or maneuverability of the missile is defined as the mag-
nitude of load factor it can execute in its trimmed or equilibrium ¢on-
dition. ) The load factor » i8 defined as the ratio of total trimmed
normat force to the weight of the missile. In terms of the rate of
change of flight-path angle 7 the aerodynamic maneuverability of the
missile may be expressed as )

mVy = nW (5-5)
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In order to evaluate the degree of static stability and the magnitude
of the maneuverability of the missile, the aerodynamic derivatives
Cm , Oy €te., must first be determined. The following sections deal

with the determination of these derivatives for two general types of
‘design previously mentioned.

5-3, COMPLETE MISSILE AERODYNAMIGCS—FORWARD
CONTROL

The aerodynamic derivatives shown in Egs. (5-1) and (5-2) are com-
posed of contributions from the various components of the missile.
In this section the model build-

N1 up will be analyzed for a missile

qN o : [/‘N o Wlhic}(li lflas itfz1 cgrltﬁ'ol surfact}s
- ="t placed forward of the center-ot-
"flle*‘“““ —Hl— gravity location. This type of

JL * -configuration may be either the
| e e canard- or wing-control design
it shown in Fig. 2-2. For the
L] amn g

purpose of illustration, the former
design will be used. Since the
condition of equilibrium is of
interest in this section, the damping terms will be temporarily neg-
lected (but will be treated in Chap. 9 in the analysis of the dynamics of
the missile). The model build-up equations for the pertinent aero-
dynamie force and moment derivatives are derived as follows:

Fig. 5.2. Typical force diagram—
front control.

New =Ny +Neim + Vg + Ny + Ny (5-6)
Moy = Nyxx + NopZem + NB((,)thC) + NT(B)J:SI &+ Npr@am
(6-7)

where N .y, My, = normal force and pitching moment of the com-
plete model or missile
N, = normal force on nese section
N g = normal foree on canards in presence of body
Ny = normal force on body due to canard
Ny = normal force on tail in presence of bedy
Ng(y = normal force on body due to tail
Ty, Toup = Moment arms (measured from center of pressure
" to missile center of gravity) of xespective normal
forces as shown in Fig. 5-2
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Tquations (5-6) and (5-7) may be written in coefficient form as follows:

(OnJond3, = (Cy )yag8, + (Cx )oK omaSe + (Cn JorKpie@Se
+AOn Jror K pipy@87 + (COn ) rorKprgSy  (5-8)

(Crnzlomdes, = (Cx ) cbkoptSc + (Cn)cbkpic)2Se
' HA{CN ) rarKp 598y + (Cn yper K @Sy (5-9)

(CrnJomegS,d = (Cy JyegS.xy + (Cx YooK op@Scoim
+ Cx o B poiScine + On)rarKrm@Sraram .
+ (Cn)rorKpim@Sezgr, (5-10)

(Crng)emd98:4 = (Ox ) eOkom@Scrom + (On Yodkpcn@Sctaic
+ On)rorKr @S rarp
+ (OnrarKp @Sy '5-11)

“where (1) K g and K ry, are factors which account for the effect of
body upwash at angles of attack (6 = 0°); (2) Kz and Kgp, are
factors which account for the effect of “body carry-over” lift due to
angles of attack (6 = 0°); (3) k(g and kq 5 are factors which account
for body effect due to control deflection (a = 0°); (4) kg and kg g,
are factors which account for body carry-over lift due to control-
surface deflection; (5) subscripts CM, N, €, and T' denote complete
model, nose, canards, and tails, respectively ; (6) the subscripts within
the parentheses, i.e., Z(y,, denote influence by the presence of the
body; (7) S and 85 denote exposed canard and tail areas, respectively ;
and (8) (sza)o and (ONa)T are based on S, and S, respectively.

Since ap = « — € in Egs. (5-8) and (5-10) and ap = —¢ in Egs.
{56-9) and (5-11), Eqgs. (5-8) through (5-11) become

CnJom = Cn)n + (Cx )c[Eom + Kpn] :S',Q

R 8
-+ Ol Kpm + Kpep)] S—T (I —¢) (512)
| Sg | Sy
Cnpem = (Cx )olkom + kpiy)] S—_+ Cn)rlKzim + Kgem) R {(—es)
) ) . T (5-13) .

3
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K
Cadorn = (CN,,)N(E) + (Ox)cKem _C‘(f)
N d/ctm

S,
Sofx Sp{z
Cr)cK —C(m) + (O )rK —1-"(—) 1—¢,
+ (O ‘JH“?)S,r a/B(C) Cnz T(mS,r dT(B)( «)
S
+.(Cn ) rK i) —Z(E) (1 —¢) (5-14)
S, \d/Bim

Sefw Se (=
Cugdons = (Cx,)ck —"(—) Ongck _C(‘)
(Cagden = (Cn e ClEY o \d C'(B)+ (Cnge PO 8 \d/pes

T T

Sefx
Oy irK _T(-) —
+ (OnJr&rm 5, \d T{B)( €3)

Spfx
Cy YK -z (—) —€ 5-15
+ Cn ) rKper s, \d Bm( 5) )
Since the normal foree on the nose section of the body constitutes
the majority of the normal force of the complete body configuration,
the value of (Cy )p for the complete body may be substituted in place

2.0 | I l %
REF. NACA REP 1307
218 '// '
= Kwio) /K'V .00 L = v
s1.2 7 V/ T
=L A & Pd -
] 4T 0.96 =
s A — 0 //
£ 08 £ Zo9z /A
= v Eae 2/ REF. NACA
5 / katw) REF. 1307
< 0.4 7 0.88 /- — SLENDER BODY —
[/ \) THEORY
¢ 084 —LINEAR THEQRY
C 0.2 04 06 08 10 : "0 0.2 04 06 0B 10
DIAMETER TO SPAN RATIO, d/b d/b
Fra. 5-3. Values of K and & based Fra. 5-4. Values of kyz-

on slender-body theory.

of (Cy )y in Eqs. (5-12) and (5-14). The normal-force-curve slope for
the canard and tai} surfaces may be determined as shown in Chap. 3.
The values of Ko or Kpm were determined by slender-body
theory’>** and are shown in Fig. 5-3 as a function of diameter-to-
span ratio. It is interesting to note that these values do not differ

significantly from those derived by linear theory for large-aspect-ratio

* Superscript numbers indicate references listed at the end of the chapter.
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wings, or those derived by Beskin’s body-upwash theory.¥ The values
of kop) OF kg, Were also determined by slender-body theory'>3 and
are shown in Fig. 5-3. These values are applicable for slender tri-
angular wing and body combination. For rectangular wing and body
combinations the results derived from exact linear theory® should be
used! (see Fig. 5-4). ' The values of Ky, or Kp.p were determined
primarily by the slender-body theory and are shown in Fig. 5-3. For
high-aspect-ratio wings at supersonic speeds, Fig. 5-5 should be used.!

9 .
_ &l REF NACA REP 1307 REF. NACA REP. 1307
= {
e 7 iBAIHI+ i) > 4 (BAIS +NI(=5) > 4
T s X Cu, PER RADIAN B ¢, pER RADIAN
RN m A
:’4 \\Q\ S, Amy
-1 e - 4
< 4 SR Bl == LN
2 B oy ] AN
E_ \9;1 P T _--—-_: 0'6.\\_\‘\.\"‘--
1_ =3
o 0.1 R e
8 08 1.6 24 32 400 8 16 24 32 40
BdAC, Bd/(Cq),
{A) (B}

Fic. 5-5. Design charts for detérmining Ky, for high-aspect-ratio range at
supersonic speeds. (A} With afterbody. (B) No afterbody.

With the exception of the latter, these wing-body interference factors
are independent of Mach number. The effect of Mach number is felt
only through the values Cy, of the various missile components.

The center-of-pressure location for'the nose, canard, and tail may
be determined by the methods presented in Chap. 3. The effect of
the presence of the body on canard or tail center-of-pressure location
appears to be negligible, i.e., 25 = z,. The location of the center
of pressure of the normal force on the body due to canard or tail is a
function of many parameters, among which are Mach number, aspect
ratio, and taper ratio. Detailed design charts for the center-of-
pressure location of these normal-force components may be found in
NACA Report 1307.1 _

Accurate values of ¢, and ¢;are verydifficult todetermine. . Theoret-
ical methods are available® ' and may be used for preliminary
design. However, whenever possible, it is recommended that experi-
mental test results of similar or comparable configurations be used.
The need for a comprehensive correlation of both theoretical and
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experimental results is obvious, especially for missiles employing rela-
tively low aspect ratio aecrodynamic surfaces. Methods for evaluating
downwash derivatives ¢, and ¢, from wind-tunnel-test results are
presented in Appendix F

Typical complete model normal-force and pitch-moment curves for
forward-control (canard- and wing-control) designs are shown in Figs.
5-6and 5-7. It is seen from Fig. 5-6 that the value of Cy, is relatively
low. As previously noted in Chap. 2, the down load on the tail due

Fra. 5-6. Typical complete-model Fic. 5-7. Typical complete-model
normal-force and pitching-momert normal-forece and pitching-moment
curves—forward {canard) control. curves—forward (wing) control.

to downwash from the deflected canards may partially or completely
nullifytheload on the deflected canards. Thisisreadily apparent from
Eq. (5-13). On the other hand, the value of Cy_ is high for a wing
control because of the large wing area normally associated with this
design.

5-4. STATIC STABILITY MARGIN—FORWARD CONTROL

The static stability margin of a missile is defined as the distance
between the center of pressure and center of gravity of the missile.
Generally, this stability margin is

RESULTANT FORCE defined in terms of missile body

1 diameters since the nondimension-

= o 1 ality factor is d, the body diameter,
<—_CO-G ~—— — in lieu of the mean aerodynamic
A =] chord ¢ used in aircraft termi-

nology. Once the complete missile
derivatives Cy * and C, * [Egs.
{5-12) and (5-14}] are known, the magnitude of “the static stability

* The subseript C'M is deleted since the complete model is implied.

Fia. 5-8. Static stability margin.
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- margin may be readily calculated with the aid of Fig. 5-8. From Fig.
5-8, the following derivation of the static stability margin X/d is made:

M=NX (5-18)
dividing by ¢8d, Eq. (5-16) becomes
0, =Cy § (5-17)

X
C’ma = CNa E (5-18)
or X O . o {5-19)
| d Oy, v '

5-5. LOAD-FACTOR CAPABILITY—FORWARD GONTROL

In order to evaluate the aerodynamic load factor or maneuvering
capability of the missile, the complete model aerodynamic derivatives
Cy, Cnpy O, and C,,, as defined by Eqs. (5-12) through (6-15) must -
be known. The load factor is defined mathematically as follows:

N o gS

n —= W = Npg W (5-20)
where Cy_ = trimmed normal-force coefficient

W = weight of missile

N = normal force

The value of Oy, may be readily determined with the aid of Fig. 5-6.
The trim condition is defined as the point of zero moment, i.e., point
A in Fig. 5-6. The value of Cy,, 18 derived as follows:

—C, apn = O (5-21)
or " (5-22)
Cong
but | Chypp = Onorg + Oy 6 (5-23)
Substituting Eq. (5-22) into (5-23), we get
o
ONpa = CN,(— C’,: ) + Cy,é (5-24)
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or c S
= [oy, — ZtC )ai— 5-25
" ( NG YW (5-25)
The load factot per unit control deflection is thus
n Co )qS
- = {Cy, — Oy =2 )= 5-26
5 ( Ny — Cn, 5, W (5-26)

For a typical canard configuration which has a negligibly small value
of ON‘,, Eq. (5-28) becomes
= |, == 5-27
3 ( Yoy W 2D

The above expressions are very useful in the determination of trim
load factor provided that linear aerodynamics are realized. If non-
linearity exists, the value of n/8 must be obtained directly from the
Cy and C,, vs. o curves such as those shown in Figs. 5-6 and 5-7.

5-6. COMPLETE MISSILE AERODYNAMICS—REAR CONTROL

Another common type of design is one in which the control surfaces
are located aft of the missile center of gravity. For this type of design

Nﬂ(al N
TR
N /H 4

ol tNewm NaTy
| | |

T | ¥
“Awiay ™ - + g ) cm
- “Falw}
f *n “Xyim) ' - -
e T

Fig. 5-9. Typical force diagram— Fia. 5-10. Typical eomplete-model
rear control. normal-force and pitching-moment
curves—rear control.

the complete model or missile aerodynamics are similar to those
previously discussed, as shown below. From Fig. 5-9, the forces and
moments for a typical tail-control design are as follows:

Ney =Ny + Ny + Npopy + Ney + Npir) (5-28)

Mop = Nyzy + Npprwan + Neon®aon + NewErm + Nem®ea
(5-29)
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Using the procedure previously described, the following relationships
are obtained:

i 8
(CnJear = On)Jn + Cn wlBwem + Koo _g_v_

T

8
+ Cn)r[Epm + KB(T)]s,E (I —¢) (5-30)

T

8§
(Cxpen = (Cn )rlkrm + ko] S_T' (6-31)
. 8
(Coom = (CN.)N(E) + (Cnwk W(B)l(f)
/N S, \d/ws
4 Sz Sp{x
+ Coduknm 2 () OupnkrmE(D) a-e,
Cndwkpam S, dB(W!+( w7 T‘B’S, dr(m( )
ST x
+ OnJrkpr =[3] (1 —¢) (5-32)
# 8, \d/Bum
8pix Spiz
Codens = (O )ok _ﬂ_"(-) Oy )k _T(-) 5.33
(Cogder = (On) ok 5. \thm + (Cy)rkpor 3, \@ar (5-33)

The values of the various terms appearing in Egs. (5-30) through (5-33)
may be evaluated as noted previously.

Typical complete missile aerodynamic curves of €, and Cy vs.
angle of attack for a rear-control configuration are shown in Fig. 5-10.
It is readily apparent that the sign of (Cm,) e 18 negative (8 is con-
sidered positive with leading edge deflected upward) for a tail-control
design as previously noted in Chap. 2 (Fig. 2-8).

5-7. STATIC STABILITY MARGIN—REAR CONTROL

The static stability margin for a rear-control design may be deter-
mined in a manner similar to that previously described. The
resultant expression ig % 0

T Comgy (5-34)

which is identical to Eq. (5-19). )

5-8. LOAD-FACTOR CAPABILITY—REAR CONTROL

The expression for #/§ may be derived from Fig. 5-10 using Egs.
(5-21) through (5-25). The resultant expression becomes
2 (C ¢ C"‘*)QS (5-35)
s\ TNeg lw
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which is identical to Eq. (5-26) for the forward-control case; 'the
exception is that the sign of C,, for the rear-control case is negative.
Hence it is apparent that the normal force due to control-surface
deflection is always opposite to the resultant force. Hence it always
decreases the load-factor capability of the missile.

SYMBOLS

KE(C)! KBIW.'H KB(T)

KC(BD Ky sy Ky

M
Noier Npor Npory

NC(B]’ NW(B)’ NT(B)

Ny

&N.g ﬂfa%

kB(C)’ kB(W)’ kB(T}

kC(Bh kW(B)’ kT(B)

m

n

aspect ratio

lift coefficient

pitching-moment coefficient

static stability margin X/d

normal-force coefficient

root chord

moment of inertia

factors whieh account for the effect of “body
carry-over’ lift (or normal force) due to angle
of attack

factors which account for the effect of body up-
wash at angle of attack

{pitching) moment

normal-force “‘carry-over’” on the body due to
aerodynamic surfaces

normal force on the aerodynamic surfaces in the
presence of the body

normal force on the nose section of the body

reference area

body frontal (reference) area

missile forward velocity

weight

resultant center of pressure

body diameter

factors which account for the effect of “body
carry-over” lift (or normal force) due to con-
trol-surface deflection '

factors which account for body effect on the
aerodynamic surfaces due to deflection

mass, or cotangent of leading-edge sweep angle
(see Fig. 6-54 and B)

‘load factor

dynamic pressure
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x momtent arm (distance between missile center

' of gravity and center of pressure of com-
ponents)

angle of attack

VM1

flight-path angle

control-surface deflection

downwash angle

missile attitude

taper ratio (ratio of tip chord to root chord)

DM N T R

Subscripts
c canard
oM complete model
nose {or body)
wing
tail
Note: The following form is used throughout to denote aerodynamic
derivatives; i.e., Oy is 8Cy/0a, O, is. 80, /04, ete.

[:3 o
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CHAPTER 6

MANEUVERING FLIGHT

6-1. INTRODUCTION

For certain types of missiles, such as an air-to-air missile attacking a
fast-moving and maneuvering target, the maneuvering-flight char-
acteristics are of particular interest. For the cruise-type or long-
range ballistic missiles, the demand for maneuvering flight, though
greatly reduced, must be satisfied in order to achieve a complete missile
weapon system. The following sections deal with the maneuvering-
flight characteristics of missiles with both monowing and cruciform
designs. The effect of static stability margin on maneuverability or
load-factor capability of the missile will be illustrated both analytically
and graphically. The effect of aerodynamic damping on load-factor
capability is also discussed.

6-2. FLAT TURNS

1. Cruciform. In order to change the flight path of a missile
flying in an equilibrium (level or straight) flight condition, an un-
balance force must be introduced. For a missile of cruciform design,
this unbalance force may be ob-
tained by deflecting the appro-
priate set or sets of control surfaces.
Asindicated in Fig. 6-1, the cruci-
form missile is not required to
bank to produce the centripetal )
force fo::aflattur.n. For the cru_cl_ Fi16..6-1. Control deflections for
form missile designed to fly with “plus” and “X" designs.
all the aerodynamic control sur-
faces in the “plus” (-}-) position during normal flight, only one set
of (yaw) controls needs to be deflected to maneuver the missile ina flat
turn. However, if these control surfaces are in the X position, both

107
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sets of controls must be deflected. The magnitude of each set of
control deflections is approximately 0.7 of that required for the case in
which the aerodynamic surfaces are in the “plus’’ position.

The radius of a flat turn may be related to the forward speed and
trim load-factor capability of the missile as follows: :

2
Centripetal force CF = —I%- =nW (6-1)
g
2
or R = L {6-2)
ng

Tt is apparent from Eg. (6-2) that the turn radius is directly propor-
tional to the square of the forward velocity and inversely proportional
to the trim load-factor capability

10 5 of the missile (also see Fig. 6-2).
= 2, The turn radius can also be ex-
T s 3 pressed in terms of the trim normal
S !~/ force (strictly speaking, it should
" / / be the lift force) as follows:

@ 4 / nW = N = Cy, YpV'S  (6:3)
: 7

% » 7/////4 sul;zti;)uting th. (6-3) in Eq. (6-1)
p2 2 or {6-2), we ge

0 = i (6-4)

0 400 80C 1200 1600 2000
VELOCITY~FPS PISCN
For certain types of configurations,
the value of Cy,, is nearly inde-
pendent of Mach number. Consequently the turn radius is nearly
constant over a relatively wide Mach-number range at & given flight
altitude. This feature is desirable from the standpoint of control-
system design since a near-constant “aerodynamic-gain” condition is
realized.

Quite frequently, it is convenient to express the maneuvering-flight
characteristics of a missile in terms of the rate of change in flight-path
argle 7. From Eq. (5-5), the rate of change in flight-path angle can
be written as

Fie, 6-2. Pull-up performance.

.M 8-5
Y= (6-5)

or in terms of Cy_ ., Eq. (6-11) becomes

(6-6}

¥ =% Cvm
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2. Monowing. A monowing missile must bank to produce the
required centripetal foroe in a flat turn. Hence, from the force dia-
gram in Fig. 6-3, the following pertinent relationships can be written:

For level flight W=nWcosg {6-7)
. , ,
Centripetal force CF = aW sin ¢ — W}Z {6-8)
g
Hence, from Eqgs. (6-7) and (6-8),
R= (6-9)
g tan @
and PR (6-10)
cos @
70 \]4 2.4
= 60 5 2.2
= 50 \S 2.0 §
z \, - =
- an S Nn 1.8 —
5 N of | %
¥# g 30 QOO\ \\2 1.6 g
D 2 20 Q‘\\ Q 1.4 5
i (%)
% of \2 > 1.2
a 400 C.__:____
% 76 20 30 40 50 80°C
“i

, ¥ ~BANK ANGLE~DEG,

Fic. 6-3. Foree diagram for a mono- Fic. 6-4. Flat-turn performance.
wing missile in'a flat turn. _

The results of Egs. (6-9) and (6-10) are shown graphically in Fig. 6-4.
Equations (6-9) and (6-10) can also be expressed in terms of Cr,yp 88
2w

R=—2¥ (6-11)
pg8Cy _ sin @
. 2
and - eV, (6:12)

cosg 2W Nz

It is interesting to note that, if the monowing missile could theoreti-
cally bank into a 90° attitude for the flat turn, Eq. (6-11) would be
identical to Eq. (6-4), which is applicable for the cruciform missile.

- The rate of change of flight path may be written as

.__mgsing

> (6-13)
or y L8V eing, (6-14)

oW Vrx
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6-3. PULL-UPS

The relationship for the turn radius for pull-ups or pitch-up maneu-
ver from level flight is given as '

2
F—aw —wW=27 (6-15)
gR
2
or R = 4 (6-16)
gin — 1)
The rate of change in flight-path angle 7 may be written as
. oV 1
¥ = 9(2—w Cypp — ;) (6-17)
For pitch-down maneuvers, Eqgg. (6-16) and (6-17) become
2
j - (6-18)
gln + 1)
4 1 :
and s =gl _) -19
v 9(2W vty - o)

6-4. RELATIONSHIP OF MANEUVERABILITY AND STATIC
STABILITY MARGIN '

" Tt was noted in Chap. 5 that the requirements for large static
stability margin and great load factor or maneuvering capability are
conflicting in that increasing stability margin results in a decrease in
load-factor capability. The load factor per unit control deflection
n/d (assuming linear aerodynamic derivatives) given in Eq. (5-27) is
expressed as '

s (o)

5 2T, )W

where o = 0Cx/0x _ X
men aCN,”aﬁ d

in accordance with Eq. (5-19).

Since the sign of C,,  is positive and C,, _is negative for all practical
design conditiops, it is apparent from Eq. (6-20) that increasing
the static stability margin C,, results in a decrease in load-factor
capability. This phenomenon may also be illustrated graphically as
in Fig. 6-5. The solid line represents the normal-force and pitching-
moment curves for a given missile design for a given static stability
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margin. The dotted line represents the pitching-moment curves for
a condition of greater static stability margin (i.e., a more stable missile)
which could be realized by a more forward center—of -gravity location.

The normal-force curves are not affected by center-of-gravity location
since they are primarily a function of the external configuration. It
is apparent from Fig. 6-5 that the trim angle of attack and hence the
trim normal-foree coefficient Cy,, i8 noticeably lower for the more
stable missile than the correspondmg values for the less stable missile.

Thus, if the requirement for both a

large static stability margin and a * ——————
large load-factor capability exists + Lo /
for a given missile design, relatively D] CREASING

large aerodynamic surfaces andfor — . m -
control surfaces (i.e., larger values / Cy Co
of Cy_and C,, ) must prevail. / ,//A

Heretofore the effect of aerody- ) N
namic damping on the maneuvera- Fic. 6-5. Effect of static stability
bili load-f bili margin on trim load-factor capa-

1 ?ty or load-factor capa ility per bility.
unit control deflection has been
neglected. In actuality, aerodynamic damping, though small, is
present when the missile is commanded into a maneuvering-flight
trajectory. This is apparent from the equations of motion [Eqs. (5-1)
and (5-2a)] and the angle relationship [Eq. (6-3)]:

. 2
1§ = (Cp o + O, 80982 1 (C, 0 + C o) % (6-21)
mVy = (Cy a 4 Cy,0)98 (6-22)
0=oa+y (6-23)

For steady-state trimmed maneuvering flight, § and & become zero.
Hence the following relationships may be written:

d

C,, Crgd + C 6-24

O'-TR '+‘ + '”"9 2V ( )

mVj) =nW = (CAV,:“TR + GA\réa)qs (6'25)

and 6=y ' (6-26)

subatituting Eqs. (6-26') and (6-24), Eq. (6-25) may be expressed as

d

i W[VW (Cy g+ Cy a)qs:l =0 (6-27)

C “.’I‘R‘*‘C (5—|—
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[Crmy + ConglaSdg[2V*W)COn, 10

hence = — 6-28
*TR C,n. + Onsl@Sdg2V*W)Cy, (6-28)
C_(qSdg/2VEW)Cy

and n_ [GN Oy + ConglaSg/2V°W) m,{lﬁ’ (6-29)

8 370, C lgSdg2VW) JW

substituting ¢ = ¥2pV? into Eq. (6-29), we get

- [ Oyt cm,,(psdg/‘m)oy,,]g_s (6-30)

3 LM C,, + CulpSdgiaW) JW

The effect of the damping term in Eq. (6-30) is to decrease the value
of n/8. TFor missiles with relatively high damping characteristics, the
decrease in 2/d is in the order of a few per cent over that calculated by
Eq. (6-20), which neglects damping. Hence, for most practical appli-
cations, the damping may be neglected in the determination of trim
load factor. ’ ' '

SYMBOLS

CF  centripetal force

C. pitching-moment._coefficient
static stability margin X/d

normal-forece coefficient

trim normal-force coefficient

turn radius

reference area

forward speed

weight
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load factor

dynamic pressure
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trim angle of attack
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CHAPTER 7

DIRECTIONAL STABILITY AND CONTROL

7-1, INTRODUCTEON

In Chap. 5 the longitudinal static stability and control character-
istics were treated independently of those for the other two axes (ie.,
yaw and roll). This was made possible by the fact that the motions
in pure pitch do not produce aerodynamic forces or moments in either
the yaw or roll axes. Similarly, motions in the roll and/or yaw axes
do not result in aerodynamic forces or moments in the pitch plane.
Strictly speaking, the motions in the yaw axis for a monowing design
must be studied simultaneously with those in the roll axis. In addi-
tion, for a cruciform design, the combined pitch and yaw motions must
be analyzed together with those in roll because of aerodynamic cross-

“coupling effects. These motions are further complicated by the
existence of inertia cross-coupling effects, particularly for missiles
whose moment of inertia in roll is small relative to those in pitch and for
vaw. These effects will be discussed in Chap. 9.

For the sake of clarity, the static directional stability and control
characteristics in steady flight will be treated separately in this
chapter. The lateral stability and control characteristics will be
treated separately in Chap. 8. The problem of directional stability
and control is twofeld: (1) to provide static stability and adequate
damping characteristics similar to those for the longitudinal axis and
(2) to provide sufficient control to maintain a desired flight path or
trim load-factor capability.

In the case of a cruciform design, if satisfactory pitch characteristics
are obtained, then by symmetry, the yaw characteristics should also -
be satisfactory. In the case of the monowing design, sufficiently large
stabilizing tail surfaces must be used to obtain the desired static
stability and damping characteristios. The following sections deal
with the contributions of the different missile components toward
these desired characteristics for beth monowing and cruciform designs.

113
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Before going into the detailed discussion of the directional stability
and control characteristies, it is well first to define some of the nomen-
clature commonly used in such an analysis (see Fig. 7-1).
1. The sideslip angle f-is the angle between the velocity vector and
the plane of symmetry of the missile. It is positive by definition when
the nose of the missile is pointed
to the left of this velocity vector.

. Hence it can be seen that f§ i3
analogous to the angle of attack
e for the longitudinal case.

2. The yaw angle y is the angle
between a reference line fixed in
space and the plane of symmetry.
It is positive when the nose of the
missile is pointed to the right of
the reference direction. Hence -
is analogous to the pitch angle

™ (8) 6 in the longitudinal case. For
Fie. 7-1. Nomenclature for direc- stealcl.y-gtate C_Ondi.t ions such as
tional-stability analysis. (4) Equi- equilibrium sideslips, y = —§.
librium sideslip. (B) General side- However, for general applica-
slip. tion where the missile ig not in
equilibrium sideslips but is in an
accelerated or turning-flight maneuver, p 3= §. A certain amount
of confusibn has arisen from the fact that some wind-tunnel data
are plotted as a function of y instead of the more precise param-
eter 8. Therefore, before these data can be used, the static direc-
tional-stability derivative C,, must be used as —C, since no such
derivative as C,, actually exists. The directional-stability derivative
C"ﬂ is analogous to C,,_in the pitch case.” Defining a positive yawing
moment as one which rotates the nose of the missile to the right, the
sign of C‘,,’6 must be positive for static stability to exist in yaw.

FLIGHT REF
PATH

7-2. CRUCIFORM CONFIGURATION

In the majority of our missile configurations, a cruciform design is
-used to obtain fast and equal response charactéristics in both the pitch
{longitudinal) and yaw (directional} axes. For this type of design,
the discussions presented in Chap. 5 for the longitudinal case are
applicable to the directional case. Therefore, it is considered appro-.
priate to discuss here the pertinent relationships for.combined pitch
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and yaw maneuvers. From Fig. 7-2, the following angular relation-
ships are defined: = | _ , 1 (tan i cos @) (7-1)
f = tan™! (tan i sin @) (7-2)
where ¢ — angle between reference plane and plane of resultant wind
+ = angle between longitudinal axis of ‘missile and resultant
wind
« and 8 = angle of attack and sideslip, respectively

b
/i
|
v
8, lar! |
|
i 4
Y z Winp ULTANT I -t B?n
/
Fic. 7-2. Angle notation. /I
a ¢ / )
tan « = 3 tan § = y . ! 3,08,
a =bcongp / f
c :.b sin ¢ Vrn g
d =bjtani
tan « = cos p tan 7 Fic. 7-3. Combined pitch and
tan f§ = sing tan 7 Yaw maneuver.

For small angles, Egs. (7-1) and (7-2) may be reduced to

& icos @ (7-3)

B~ ising (7-4)

or tan ¢ o= é (7-5)
o

Hence, for a combined maneuver which requires equal pitch and yaw
commands, the orientation of the force or velocity vector will be 45°
to the reference piane. Ifigisdefined as the trim angle of attack for
s unit load factor, then o 0780 (7-6)

f 0%y A7-7)
For other combinations of two-plane maneuvers, such as that shown
in Fig. 7-3, the following relationships may be written (linear aero-

dynamics assumed): oo il 008 @ (7-8)

Br=ippsng (7-9)
where ¢ is the desired orientation of the velocity or force vector and i is
specified.
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7-3. BODY CONTRIBUTION

The force and moment contributions of the body consist principally
of (1) those of the nose or forebody of the missile and (2) those resulting
from body upwash (or sidewash) effects as described in Chap. 5. The
latter effect is normally treated together with the tail contribution.

Hence the force and moment from

* goor+TalL  the nose or forebody are generally

Ca B considered as the basic body con-
O8STag, ¢ S~ =upere  tribution to the directional-stabil-
—~ T MODEL ity characteristics of the missile

B oo o and are essentially independent of

ooy twing  Mach number. For large length-

- " to-diameter ratio I/d, nose or fore-

_ o body, its large destabilizing effect
Fig. 7-4. Model build-up in direc-  n gipectional stability is very un-
tional-stability curve (monowing .
design). desirable and must be overcome by
T large tail surfaces. This destabi-
lizing effect may become critical, particularly at the higher supersonie
Mach numbers, since the stabilizing contribution of the tail surfaces
decreases as the result of decreasing Cy, with mcreasmg Mach
number. Hence it may be necessaty to reduce’ the nose id to
ameliorate this problem even at the sacrifice of missile performance
(i.e. increase in wave drag due to foreshortened nose).

The body contrlbutlon to yawing moment can be expressed as
follows:

(80,05 = Cal2) (7-10)

where |(C‘ )Bl = |(Ch)B| for a body of revolution.

Since the gign of ((" ﬁ) pi8 negatwe fand x is posmve measured forward
af the centerof grawty)_(AC ,,ﬁ) risalsonegative, indicating an unstable
~gontribution as shown in Fig. 7-4.

7-4. WING CONTRIBUTION

It was noted in Chaps. 2 and 5 that, for either a wing- or tail-control
design, the wing has a pronouneed efféct, on the static longltudmal—
stability and cotitrol characteristics of the missile. - However, in the
Jirectional-stability and control case, the wmg contribution is small,
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particularly for the mid-wing design generally used on monowing
missile configurations. This is apparent from the fact that, for a
straight and unswept wing, the change in angie of attack due to side-
slip on one side is the same as that on the oppositeside. The effects of
sweep, wing planforms, etc., have been extensively treated from the
theoretical standpoint.!-3* Except for the dihedral effects, which
will be discussed in Chap. 8, the effects of the wing on the directional-
stability and control characteristics are generally small and may be
neglected in preliminary design studies. This is justified in the lght
of numerous experimental test results. It should be noted, however,
that for monowing designs the effects of wing height on the body may
be significant as a result of body-wing mutual interference as well as
shock-wave interference, and they should be carefully analyzed in the
wind tunnel.

7-53. TAIL CONTRIBUTION

The magnitude of the (vertical) tail contribution to yawing moment
required is the sum of the unstable yawing moment due to the nose or
forebody and that required to yield the desired static directional-
stability margin. For the cruciform design, this tail contribution is
identical to that determined for the pitch-stability case. However,
for the monowing design the problem of determining the vertical tail
contribution is complicated by several factors. Among these factors
are (1) body-tail interference, (2} horizontal tail and vertical tail
mutual interference, and (3) sidewash introduced by body, wing, and
wing-body interference.

The tail contribution to side force and yawing moment (see Fig. 7-4)
may be expressed as follows:

3 da
(A, )y = (Cyﬂ}Tf(l + @) (7-11)
and (AC,)y = _(Oyﬂ)Tg—T(l + j—;) (E)T (7-12)

where (Oyﬁ)T = normal-force-curve slope of vertical tail in presence
of body and horizontal tail and is based on 8, (tail

area)
dofdf = rate of change in sidewash angle (see Fig. 7-5) with
angle of sideslip

* Superscript numbers indicate references listed at the end of the chapter.
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From the previous discussion, the complete model side-force and
yawing-moment derivatives may be expressed as

(Coplorr = Cygp + (UM,,}T%:(I + :—g) (7-13)
and (Caglosr = (0,,,,)3(3)3 = (cyﬁ)rgﬂz@ + ‘;—;) (E)T (7-14)
o O U
A\ o ,

a8 TTAIL VTAIL
day o
751 _
VENTRAL FINS CRUCIFORM TAIL
.F1a. 7-5. Angle of attack ¥ic. 7-6. Typical tail designs.

on the {vertical) tail.

The static stability in yaw may be expressed as

C -

Static margin = —2 = (31-) (7-15)
C‘,,‘ﬂ d/em :

and is analogous to C,, [Cy for the longitudinal case. Hence for a

given static stability reauirgment the vertical-tail size may be deter-

mined with the aid of Egs. (7-13) through (7-15). :

It will be recalled from Chap. 3 that the normal-force-curve slope
of an aerodynamic lifting surface decreases with increasing Mach -
number in the supersonic region. Therefore, it is apparent that the
static stability margin (and control) characteristics deteriorate with
increasing Mach number. Consequently, the area of the vertical tail
‘of & monowing design may become extremely large in order to satisfy
the stability requirement in the high-Mach-number regions. The tail
span for such a large area may be impractical from the standpoint of
structural efficiency, physical-span limitation (partioularly for air-
launched missiles), and aerodynamic cross-coupling effects. Inorder
' to circumvent this design inefficiency, several types of tail design may
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be used. These include the T tail, V tail, ventral fins, and cruciform
X tails asshown in Fig. 7-6.  From the standpoint of keeping the span
to a minimum, the latter design is optimum. Ventral fins may also
be used advantageously, particularly for cases where the piteh angle
of attack is relatively large, which results in fuselage blanketing of the
top portion of the vertical tail.

7-6. DIRECTIONAL CONTROL

For a cruciform design the primary requirement of directional con-
trol is to assure that adequate load-factor capability is realized in the
yaw plane. As previously mentioned, it the pireh-control character-
istics are satisfactory, the yaw control should also be adequate, If
linear aerodynamics are assumed, the control deflections for combined
pitch and yaw maneuvers may be readily determined. Since the
control-surface deflection is proportional to the trim angle of attack
(or sideslip) as expressed in Eq. (5-22), the pitch-and-yaw-control
deflections ¢, and 8, may be related with the aid of Eq. (7-3) as follows:

t-an(pr--.zﬂ . (7-16)

- ap
Hence 4, cosp (7-17)
g, o & sin ¢ (7-18)

where ¢ is defined as the control-surface deflection required for a unit
load factor in a single plane with i4,, as its corresponding trim angle of
attack [see Eqgs. (7-8) and (7-9)).

For a monowing configuration, the primary requirement of direc-
tional control is to maintain zero sideslip. Rudder is generally pre-
ferred over the all-movable vertical tail. This results from the fact
that the hinge moment and consequently servo-power requirement is
minimized and that only a portion of the vertical tail surface is needed
to provide.the desired control. In general, detailed analysis of the
dynamics of the missile about both the yaw and roll axes must be
performed before the exact requirement for direction control can be
established.

SYMBOLS

0,  pitching-moment coefficient
C,  yawing-moment coefficient
¢,  side-force coefficient
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8 body frontal (reference) area
V resultant forward veloeity -
X resultant center of pressure

YM yawing moment

d body diameter

i angle between the longitudinal axis of the missile and the re-
sultant wind

i,  trim angle of attack for a unit load-factor length

l length.

U velocity along the X axis

v velocity along the Y axis

x distance between missile center of gravity and center of pres-

sure

3 angle of attack

B angle of sideslip

& control-surface deflection ' .

& control-surface deflection for unit load factor in a single plane
a sidewash angle’

¢ angle between reference plane and plane of resultant wind
Y yaw angle

Subscripts

B body

CM complete model

T tail

P pitch

¥ yaw
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CHAPTER 8

LATERAL STABILITY AND CONTROL

8-1. INTRODUCTION

Since there is no natural statie stability about the latera] axis such
as that associated with either the longitudinal or directional axis,
intelligent inputs, such as those from the human pilot in the airplane
or the automatic pilot or control-system sensor in the missile, are
necessary to control the lateral attitude and/or motion of the airframe.
The absence of the human pilot from the missile airframe-control
system has to a certain extent simplified the problem of lateral stability
and control. Hence the problem is one which deals primarily with the
determination of the nature and magnitude of the induced rolling
moments and lateral-control effectiveness of the missile. The follow-
ing sections present some of the more important design aspects with
regard to realizing acceptable lateral-stability and control character-
istics for both cruciform and monowing configuration.

8-2. INDUCED ROLL—CRUCIFORM

Perhaps the one most difficult parameter to determine accurately
is the indueed rolling-moment characteristics of a cruciform missile.
' These rolling moments arise whenever the missile simultaneously
executes pitch and yaw maneuvers which are unequal in magnitude,
Such maneuvers result in unequal or asymmetric flow patterns over
the aerodynamic lifting surfaces, and consequently rolling moments
are “induced” on the airframe. An illustration of the general
effects causing induced relling moments is presented in Fig. 8-1 for a
wing-control configuration. It can be seen that these effects may
be divided into four general classes: (1) tip effect, (2) root effect, (3)
body-blanketing effect, and (4) downwash effect. Of these, the most
important effect results from the downwash on the tail surfaces.
Because of the complex nature of the flow pattern under combined
121
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maneuvers, any attempt to evaluate these rolling moments must, by
necessity, be only approximate and quite lengthy. Henece, in most
preliminary design analyses, the determination of this parameter is
omitted, since it is most conveniently evaluated in the wind tunnel.
However, the designer should bear in '

mind the importance of these induced /‘-L
rolling moments in the determination RESULTANT

of a satisfactory and adequate lateral-
control system.

8-3. LATERAL GONTROL—
CRUCIFORM

‘The exact magnitude of the lateral-
control effectiveness required is not
easily determined since it depends
chiefly on the magnitude of the induced
rolling moments. However, from the
standpoint of control-system simplifica-
tion, it is desirable to provide sufficient
Jateral control to overcome the aero-
dynamic induced rolling moments and L
also those due to surface malalignments g‘iiéds'lr'ogﬁeﬁ? (,?iUS1Z%eg:J'
encountered throughout the entire mis- () Root offoct. (3)pBla.nket:
sile flight régime of speed and angle of ing effect. (4) Downwash
attack and yaw. However, in some effect. .
cases, it may be necessary 1o incor-
porate a more complicated lateral-control system to compensate for
a less efficient aerodynamic lateral control in order to simplify the
pitch-and-yaw-control systems and consequently result in a more
optimum over-all missile system. Such a case may be one in which
the main movable wing (or tail) surfaces are used for both pitch or yaw
and roll control in lieu of a separate set of lateral-control surfaces such

" as ailerons or tip controls. ‘

In the selection of a lateral-control system the following important
design considerations must be taken into account : (1) eontrol effective-
ness, (2) hinge moments, and (3) complexity in terms of structural
design and control-system design. For a canard configuration (see
Fig. 2-2), the canard surfaces are completely inadequate for lateral
control primarily because of (1) the small surface area and its short
moment arm and (2) the induced rolling moments from the aft surfaces
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due to downwash effects. For this type of design, a separate set of
lateral controls such as wing-tip-ailerons is needed. For a wing-con-
trol configuration the movable wing surfaces may be used as lateral-
control devices if proper design is realized. As illustrated in Fig. 8-2,
the opposing rolling moments from the tail surfaces may be of sufficient
magnitude to nullify completely the effectiveness of the wing surfaces
even for single-plane maneuvers ; hencerollreversal mayresult. These
opposing rolling moments may also be considered as induced rolling
moments and are present in addition to those due to combined maneu-
vers previously described. By proper design, adequate lateral-con-
trol effectiveness may be realized from the movable wings. These
design considerations will be discussed in a latter section. For a tail-
control configuration, the lateral-control effectiveness obtained by
differential tail deflections may be marginal because of (1) the down-
wash from the wing due to angle of attack and (2) the relatively short
moment arm for producing rolling moments.

The magnitude of the lateral-control effectiveness obtained by
differential wing or tail deflection is also difficult to determine because
of the effect of downwash. This is particularly so for combined ma-
neuvering conditions where knowledge of the magnitude of the lateral-
control effectiveness (as well as the induced rolling moments) is most
desirable. Hence its determination must also be made in the wind
tunnel. For the more simplified lateral-control devices, such as wing-
tip ailerons, spoilers, or flaps, sufficient experimental datal%8 % may
be available to permit a preliminary determination of its control effec-
tiveness.

The adequacy of the lateral-control effectiveness may be determined
from wind-tunnel-test results by plotting the rolling-moment coeffi-
cient C'; vs. i (defined in Chap. 6) for the complete model configuration
with and without lateral-control surface deflections superimposed on

‘various combined maneuvers (i.e., different ¢’s) as shown in Fig. 8-3.
The “trim” point 4 is the maximum value of 1 for which lateral control
is adequate to trim out the induced rolling moments. . If the magni-
tude of 7 thus obtained is greater than that anticipated in the required
combined pitch and yaw maneuver (including the effect of dynamic
overshoot), the lateral-control effectiveness is deemed satisfactory.
However, if the magnitude of { is less than that anticipated in flight,
lateral control appears inadequate. In such a case, several alterna-
tives may be taken: (1) restrict the magnitude of the combined pitch
and yaw maneuver, thereby restricting the effectiveness of the missile
* Superscript numbers indicate references listed at the end of the chapter.
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weapon system ; {2) modify the pitch-and-yaw-controlsystem to reduce
the dynamic overshoot of the airframe or ; and (3) modify the config-
uration. The selection of one or a combination of these alternatives
depends on the degree of lateral-control deficiency.

CM (LARGE SPAN TAIL)
ROLL REVERSAL

COMPLETE MODEL
,/(Low SPAN TAIL)

MODEL MINUS TAIL
a Cy DECREMENT DUE
TO LOW SPAN TAIL

¢, DECREMENT DUE
TO LARGE SPAN TAIL

rn

Fic. 8-2. Effeet of tail on roll-
control effectiveness (single-plane
mansuver).

INDUCED ROLL UNDER
COMBINED PITCH AND
YAW MANEUVER

€y DUE TO ROLL

) CONTROL SUPER-
| IMPOSED ON

| COMBINED PITCH
J

1

4
S
;PN

i

AND YAW MANEUVER

Cy
| -G DUE TGFIN
MISALIGNMENT

Fig. 8-3. Lateral-control effective-
ness when superimposed on com-

bined piteh and yaw maneuver.

8-4. SPECIAL DESIGN CONSIDERATIONS-—CRUCIFORM

In view of the complexity of thelateral stability and control problem,
certain design practices should be observed during the preliminary or
development phase of a missile project in order that satisfactory lat-
eral characteristics may be realized. From thestandpoint of keeping
the aerodynamic induced rolling moments to a minimum, the span of
the tail surface is perhaps the one most important design one must con-
sider. From Fig. 8-1, it is apparent that, for a given wing configura-
tion, the majority of the tail surface is directly affected by the wing
downwash. Consequently, a reduction in tail span will materially
decrease the roll moment arm’ and hence the induced rolling moment.
The reduction in span has the added advantage that the aspect ratio is
reduced, thereby decreasing the lift-curve slope. The latter is, how-
ever, a disadvantage from the standpoint of tail effectiveness in that its
contribution to the static longitudinal {or directional) stability is also
decreased. Hence a relatively large increase in tail area is necessary.
The angle of attack should also be kept relatively low in order to avoid
the large induced rolling moments generally associated with large
values of i, as shown in Fig. 8-3. This may be accomplished by (1)
increasing the static longitudinal and directional stability margin and
(2) restricting the dynamic overshoot of the angle of attack and/for yaw
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by proper control-system design. The former method has the disad-
vantage in that relatively large aerodynamic surfaces are required to
satisfy the maneuverability required (see Sec. 6-4). On the other
hand, the second method requires a somewhat more complicated and
hence less reliable control system.

From the standpoint of lateral-control effectiveness, separate wing-
tip-aileron roll control appears to be the most effective. However,
structurai and control-system design is somewhat more involved.
The hinge moments associated with this type of control appear to be
reasonably low. The use .of the main wing surfaces for roll control
may be acceptable, provided that proper tail design is realized. The
hinge line for this type of control must be carefully selected to minimize
the hinge moments. The use of the tail surfaces for roll control is
generally avoided since it is generally marginal because of its small ares
and small roll moment arm. For t4il-control design (see Fig, 2-2) a.
separate set of lateral controls on the wing tip is therefore more
acceptable.

8-5. DAMPING IN ROLL

In the study of the (dynamic) lateral motion of the missile, the
damping-in-roll characteristics must be known. This damping term
arises primarily from lift and moment from the wing (or tail) surfaces
whenever the missile develops a rolling velocity. The effect of such a
rolling velocity is to induce an angle of attack which varies linearly
along the span as shown in Fig. 8-4 and can be expressed as

Ao 2t . Y (8-1)
Vv
where A = induced angle of attack at point y along span
V, = tangential velocity (equal to 2¥)
P = rolling velocity, radians/sec
V' = missile forward speed
Consequently the damping-in-roll derivative may be derived as
follows: o/
& = —Nyj=
where % = rolling moment
N = normal force
= resultant roll moment arm
); = section normal-force coefficient
= local chord at span y (see Fig. 8-5)

(Cn )y Aa yge dy (8-2)

—b.,f 2

)

(Cx
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by}
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By using common missile terminology, the rolling-moment coeflicient
C, is defined as P

YT g8

Defining C; as 9C,/8(pd/2V) and combining Egs. (8-2) and (8-3),
we get

{8-3)

2 b/2
0, =55 f_m(owa)l oy dy (8-4)
The magnitude of the damping in roll depends primarily on the
aspect ratio, planform, and Mach number and has been determined
both theoretically and experiment-
l:_y— b/2 ally.4-18  For preliminary design, the
experimental results should be used
T , Wwherever possible because of the
‘ ¥ limitations imposed on most of the
by theoretical treatments. In general,
vV pb .
v the experimental values of ', are
Fic. 8.4, Spanwise variation of somewhat lower than those _predwted
induced angle of attack caused by theory and may be attributed to
by rolling velocity. such effects as wing thickness, body
. _ interference, and possible aeroelas-
ticity. In the conversion of either the theoretical or experimental
results, extreme care must be exercised to assure that proper units
or definitions are adhered to. Thisis
particularly important for configura-
tions (i.e., cruciform wing or fail con- -
trol) which have several aerodynamic
gurfaces contributing to roll damping.
For preliminary design, the damping
in roll for four equal wing panels may
be assumed to be twice the value of the

|
|
|
a

two panels. This assumes no mutual I Y + |
wing interference. The tail contribu- | | W
tion may also be assumed to be in- | |
dependent of the wing interference -bs2 0 +6/2

(i.e., downwash effects). However, 1. 8-5. Strip integration for
experimental results indicate that Cy,.
such a method generally yields values.

of € which are somewhat larger than the actual value since the
downwash decreases the tail contribution toroll damping. For certain
applications where a ‘‘tight” roll control is required to assure the
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desired gnidance accuracy, it is desirable to determine the roll-damping
term experimentally. This may be accomplished in the wind tunnel
with a scaled-down model or by flight-testing a full-scale model.

8-6. INDUCED ROLL—MONOWING

The indueed-roll problem for the monowing configuration is sub-
stantially less severe than that associated with the cruciform configu-
ration previously deseribed. Thisresults primarily from the following
differences in the basic design of the monowing and eruciform configu-
rations: (1) the omission of one set of wings or control surfaces for the
monowing design, (2) the bank-to-turn feature, and (3) the separate
set of lateral controls generally employed on the monowing configura-
tion. The omission of one set of wings results in a drastic reduction in
induced rolling moments since the asymmetric flow due to downwash
is essentml]y eliminated. The bank-to-turn feature, however, does
result in & nominal amount of flow asymmetry and hence induced
rolling moments, the magnitude of which is generally acceptable.
Finally, the use of a separate set of lateral-control surfaces such as
wing-tip ailerons generally provides adequate roll-control effectiveness
over the entire flight regime.

In the analysis of the (dynamic) lateral (and directional) stability
characteristics, therolling moment due to sideslip ¢ Ly is one of the most

influential parameters. This factor is often referred to as the effective
dihedral effect and has a finite value even for wings with no geometric
dihedral angle. For this condition of no geometric dihedral, the
rolling moment due to sideslip in supersonic flow is the result of an
increase in lift within the Mach cone from the leading wing tip coupled
with a corresponding decrease from the trailing wing tip. The magni-
tude of € s has been determined theoretically for various wing

planforms*!»?® and may be used for preliminary design analysis.
However, these values should be checked by wind-tunnel tests, partic-
ularly when geometric dihedral or cathedral {negative dihedral)is used.

Generally speaking, excessive effective dihedral may result in highly
oscillatory motion which must be artificially damped by the lateral-
control-system servo loop.

8-7. LATERAL CONTROL—MONOWING

As previously mentioned, a separate set of lateral-control surfaces is
generally used in a monowing design. This stems from the fact that
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the canards or tail surfaces which are usually employed for pitch
control on this type of design are generally inadequate for lateral
control. The most common types of lateral control used are (1)
flaps, (2) spoilers, and (3) wing-tip ailerons. A detailed analysis in
terms of their lateral-control effectiveness,'®hinge-moment character-
isties, and design complexities must be made before an optimum
lateral-control configuration can be realized,

SYMBOLS

C, rolling-moment coefficient

C, damping-in-roll ccefficient

(Cy ), section normal-force coefficient

# " rolling moment

N niormal force

s, body frontal (reference) area

v forward speed

c local chord

d body diameter

P rolling velocity

q dynamic pressure

), tangential velocity py

y spanwise distance measured from center line of missile
7 resultant spanwise roll moment arm

o angle of attack

B angle of sideslip

7 angle between reference plane and plane of resultant wind
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CHAPTER 9

DYNAMIC STABILITY

9-1. INTRODUCTION

(Since the accuracy or effectiveness of a guided missile depends
greatly on the dynamies of the missile, particularly during the terminal
phase of its flight, it is often desirable to predict its flight dynamies in
the early preliminary-design phase to gssure that a reasonably satis-
factory missile configurationis realized.S In this chapter, the problems
associated with the dynamics of the aifframe as well as the pertinent
equations of motion are discussed. Tn addition, derivations of few of
the more commonly used transfer equations are included for auto-
matic-control analysis. '

A missile is a free body with six degrees of freedom, translational
and rotational motions about the X, Y, and Z axes. In addition, with
free controls, each freed control surface permits another degree of
freedom for the rotation of the control about its hinge line. In gen-
eral, the control surfaces on missiles are “locked” in place by the con-
trol actuators and are not free to move under the influence of inertia or
externa) aerodynamic applied forces or moments. Hence, in most
missile dynamic analyses, six degrees of freedom are adequate. The
dynamic-stability characteristics can be evaluated by solution of the
appropriate set of equations of motion for each degree of freedom.
Each of these equations can be treated independently only if motions
along and about one axis under consideration do not result in forces or
moments about another axis. Such a case may be motions in pure.
pitch or roll.

In general, the response characteristics of a missile (or any dynamic
gystem), when disturbed from equilibrium, consist of four modes.
These modes may be either oscillatory or nonoscillatory (i.e.,aperiodic},
damped or undamped, as shown in Fig. 9-1. These oscillations corre-
gpond to the natures of theroots of the differential equations of motion. -
This can be illustrated by considering a simple harmonic equation:

Af+ B+ CO=K (9-1)
130 )
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By substituting the operator p to denote differentiation with respect
to time p? for the second derivative, ete.; Eq. (9-1) becomes

(PPA+pB+C¥ =K (9-2)

The term (p24 + pB + (') equated to zero is called the characteristic
equation. The roots of this characteristic equation may be found by
the binomial theorem as follows:

PURE PURE
CONVERGENCE DIVERGENCE
8
—B 4 VB — 44C f\ -
Ppy= =R 0 ‘|

24 T t
(4) APERIODIC MOTION

The solution consists of a “charac- DAMPED DIVERGENT
teristic solution’ and a “‘particular OSCILLATION OSCILLATION
solution.” The former solution 4 - &

is determined by the roots of the

characteristic equation [Eq. (9-3)] e +
whereas the latter solution is deter- {B) PERIODIC MOTION

mined by the foreing funetion.
For the case illustrated, the latter

is K. The complete solution is the sum of the characteristic and
particular solution and may be expressed as

Fi. 9-1. Typical modes of motion.

0 = a,e®™ + apent 4+ K (9-4)

where a, and a, are determined by the initial conditions.

From Eq. (9-3), the value of the roots p, and p, may be one of the
following possibilities:

1. Two positive real roots

2. Two negative real roots

3. One positive and one negative real root

4. Conjugate complex roct with positive real parts

5. Conjugate complex root with negative real parts
It is apparent that a positive real root indicates a divergent motion
since e?* [in Eq. (9-4)] increases with time whereas a negative real root
indicates a convergent motion since e** decreases with time. A com-
plex root indicates oscillatory motion. The latter type of motion is
damped if the real part of the root is negative and undamped for a
positive real root. ‘

A higher-order differential equation may be conveniently factored
into quadratic terms similar to those just discussed. Hence a com-
plicated motion consists of many modes which can be superimposed to
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form the total resultant motion. Such an example is the longitudinal
equation of motion which results in a quartic differential equation
which can be factored into two quadratics. In this case, two distinct
modes are obtained : oneshort period which is heavily damped and one
long period which is very lightly damped andiscommonly knownasthe-
phugoid motion. These motions will be discussed further in Sec. 9-3.

9.2. EQUATIONS OF MOTION

The equations of motion of a missile with controls fixed may be
derived from Newton's second law of motion, which states that the rate
of change of momentum of a body is proportional to the summation of
forces applied to the body and that the rate of change of the moment of

INERTIAL EULER
{OR FIXED) AXES (4 mOVING) AXES

F1a. 9-2. Axes systems. F1a. 9-3. Typical longitudinal short-
period oseillation.

momentum is proportional to the summation of moments applied
to the body. Mathematically, this law of motion mdy be written as

sp, = U0 gy, e
& a
L EF, = dm¥) M, = dh, (9-5)
dt dt :
gp_dEW) o dh,
dt e

where ZF,, X F , and ZF, = summation of forces along z, ¥, and 2
axis (see Fig. 9-2})
IM,,EM,, and £M, = summation of moments about the z, ¥,
© and 2 axig '
h,, h,, and h, = moments of momentum about z, ¥, and
‘ z axis '
The moment of momentum %,, £, and &, may be written in terms of the
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moments of inertia and products of inertia and angular velocities
P, @, and R of the missile as follows:
h,=PI — @I, — RI,,
h, = @I, — RI,, — PI, (9-6)
h,= RI, — PI,, —QI,
Substituting Eq. (9-6) into (9-5) and assuming m is a constant, we get

SF, = mdU
di

IF, = md¥
df

ZF; = M (9-7)
dt

IM, =PI, Pl, QI —@Ql,, — Ri, — RI,

IM,=QI,+Ql,—RI,, — Rl — PI_— PI,

E‘Mz = RI: + sz - P]a:z - szz HlQIvz - QIyz

It is readily apparent that Eqs. (9-7), which are the equations of
motion written about an inertial or fixed axis, are extremely cumber-
some and must be modified before the motion of the missile can
be conveniently analyzed. Hence a moving-axis system called the
Eulerian axes is commonly used. This axis system is a right-hand
system of orthogonal coordinate axes whose origin is at the center of
gravity of the missile and whose orientation is fixed with respect to the
missile (see Fig. 9-3). The two main reasons for the use of the Eulerian
axed in the dynamic analysis of the airframe are (1) the velocities along
these axes are identical to those measured by instruments mounted in
the missile and (2) the moments and products of inertia areindependent
of time. Consequently, Egs. (9-7) may be rewritten about the Eule-
rian axes as
IF, = m(/ + QW — RV)
XF, =m(V + RU — PW)
ZF, = m(W 4+ PV — QU) ‘
IM, =PI, — Ql,, - RI,, +QR(I, — 1) — PQI,, — QT , (9-8)
+ R, + PRI,
LM, =QI,— RI,, — PI,, 4 PR(I,— 1) — QRI,, — RI,,
+ P, + PQL, ’

M, = RI,— PI + PQ(,—I,) — PRI, — P, + @, + QRI,,




134 MISSILE CONFIGURATION DESIGN

For a monowing configuration, the 2z plane is a plane of symmetry.
Consequently [, = I, = 0. Hence Eq. (9-8) may be simplified as
follows:

2F, = m{U + QW — RV)
EF, =m(V + RU — PW)
ZF, =m(W + PV —QU)
M, = PI,+QR(I, — I,) — I(B + PQ)
EM, = QI, - PR(I, — L) + L(P* — R?)
EM,=RI,+ P, —I,})— I(P —QR)

For a cruciform configuration, further simplifications may be made
since (1) the xy plane (as well as the xz) is also a plane of symmetry (i.e.,
I,, = 0} and (2) the moment of inertia about the y axis is generally
equal to that about the z axis (i.e., I, ~ ). Hence the resultant sim-
plified equations are

IF,=m(U + QW — RYV)

TF,=m(V + RV — PW)

SF, =m(W - PV — QU)

M, = PI,

=M, = @I, + PR(I,— I,)

EM,=RI, + PQU, ~I) ~
Detailed derivations of these classical equations of motion may be
found in many published works, 1-¢*

(9-9)

(9-10)

-

¢

9.3. CLASSICAL SOLUTION—LONGITUDINAL DYNAMICS

Quite frequently it is desirable to evaluate the dynamic character-
itics of the airframe alone (with controls locked) in order to determine
the type and complexity of the autopilot or control system required to
realize a satisfactory complete missile system. = The following sections
deal with the classical method of analysis for the longitudinal dynam-
ics in two and three degrees of freedom.

1. Two Degrees of Freedom. For this simplified two-degree-
of-freedom longitudinal dynamic analysis, Eq. (9-10) reduces to the
following expressions: '

EF, = m(W —QU) (0.11)
=M, = QI, (9-12)

* Superseript numbers indieate references listed at the end of the chapter.
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Since W = Usand substituting 6 for @, Egs. (9-11) and (9-12) become

IF, =mU(s — &) (9-13)

M, =16 " (9-14)
Since f=a4y (9-15)
Eq. (8-13) becomes

IF, = —mUy (9-16)

For most simplified analyses such as this, it is common to reverse the

sign convention by denoting F, as positive when it is directed upward

and also to use V as the missile forward velocity in lieu of I/ used in the

complete six-degree-of-freedom analysis. With these changes made,
Eqs. (9-14) and (9-16) become

TO=EM, = Mo + M+ M + Mg + M;d  (917)

mVyp =2ZF, = N + N,§ (9-18)

Dividing Eq. (9-17) by I, and Eq. (9-18) by mV, we get

0 = mgz + myd 4 mgf + mya + mzd (9-19)
and p =l +f:d (9-20)
where m, =M/, f =N |mV, etc.

Equations (9-19) and (9-20) may be solved by using the Heaviside
factor, ie., 8 = 8,e%, 6 = 10,e¥, § — A20,¢%, etc. Hence, using this
factor and factoring out fy¢¥ from Eqs. (9-17), (9-19), and (9-20), we
get

A0 = ma 4 myd + Amgh +- Amye + Amgd {9-21)

Ay = fou - f,6 (9-22)

Since the above equations are homogeneous, the determinant of their
coefficientisequaltozero. Rearranging the terms, the following deter-
minant is obtained :

1 —1 1
{m, + Am;) Almg —2) 0
fa 0 —4 :
By expanding this determinant, the following quadratic is obtained.:
AR — (my + m, —fa}&— (my +- femg)] = 0 (9-23)
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Substituting,

B= ~(my+m; —f) (9-24)
and €= —m, + f;ms) {9-25)
we get MR+ BIi+C)=0 {9-26)A
or do= B ";Bz — 4 (9-27)
and =0 (9-28)

The roots 2, and 4,, which are the only roots of interest in this analysis,
may be expressed in the complex form
I I Y PR T {0-29)
e el J1-5 7 ’
The period P and time to damp to half amplitude T',; {see Fig. 9-3)
may be calculated by the following equations:

P= s (9-30)
i .
Tg,ﬁ = h—;—% sec [9-31)

1t is apparent from Eq. (9-31) that the time to damp to half ampli-
tude is dependent upon the value of & or B in Eq. (9-24). Since the
value of B-is primarily a function
of the dampjng characteristics of
; A }n the airframe (ie., M; and M),
( < s oK it is appropriate to dlsguss here
— ‘ the source and magnitude of
L " \Bx\ these damping terms before going

T

into the three-degree-of-freedom

r Mg]v

Xe-1

¥ig. 9-4. Tail contribution to damp- a.na.lySiS. o i
ing in pitch. %M,;. This is & damping mpment
which arises from the pitching

velocity @ of the missile and is commonly known as the damping in
pitch. TFrom Fig. 9-4, it is seen that, as a result of missile rotation
about the center of gravity, an angle of attack is induced at the tail (or
any other aerodynamic component, i.e., nose, canard, or wing). The
resultant force and hence moment is in a direction which opposes the
rotation of the missile; hence the term damping arises and has a nega-
tive sign. ' In most missile configurations, the tail surfaces contribute
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the largest portion to the complete model damping.) The magnitude
of this damping in pitch may be determined as folows:

AMyp = —Npzg = —(Ox )7lKpan + Kpir] BapgSpag  (9-32)
where K ., 5, and K, 7, are the body-tail interference factors discussed
in Chap. 5.

It has been assumed in Eq. (9-32) that the damping due to the tail
surfaces includes the body-carry-over normal force, ie., (€y )pK gip,
and that the center of pressure of this part of the normal force is the
same as that on the tail surfaces. For preliminary-design purposes,
this assumption appears to be adequate, particularly for configurations
with tail surfaces located near or at the end of the body (i.e., little or no
afterbody). This assumption is used throughout the entlre derivation
of the complete model damping in pitch.  In this derivation a canard-
control designisused. The errorintroduced by the above assumption
is negligible since the canard contribution to damping is of secondary
importance.

D1v1d1ng Eqg. (9-32) by ¢8.d, we get

ACL, = —(Cy )oK pim + Kyepy] AOCTEE(E) (9-33)

, /T

The induced angle of attack due to pitching velocity 6 is

Acy = tan“lﬁCVI (9-34)
or, for small values of Ax,,
bx
AGLT = sz (9-35}
Substituting Eq. (9-35) into (9-33), we get
/S 2
AC,, = —(Cx )l Krun + Knepd = qz T;‘ (9-36)
Defining
o
P m 9.37
"0 B2V ®-57)
we get
B . Sy x|
CUmg = —26Cx )rlE pm + Kpey) —T(E) {9-38)
8, \d/r

(It is apparent from Eq. (9-38) that the tail contribution to damping in
pitch varies directly with the tail area and as the square of the tail
length. Hence it is much more effective to increase the length of the
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tail than to increase the tail area to obtain increased damping.] More-
over, tail area has the disadvantage of increased weight ahd drag.
The complete model damping in pitch is the sum of the contributions
from the nose, canard, and tail surfaces and may be expressed as

(© ). —'—l2(0 ) (f)2+2(0 VolKem + K ]*&(f)g
mglemM = NJ/B d/s Ngelb sy B 3 \dle

8pfxV
+ 20y )l K rim + Kpim] —T(—) } (9-39)

8, \d/r
M,. This damping term arises because of the time lag in the canard
downwash getting to the tail surfaces (in the case of a wing- or tail-
control design, the lag in the wing downwash getting to the tail surfaces

isused). Since ap = & — eand e = (defdo)a,
€= E(oa _ g At) (9.40)
da

where At is the time it takes the air to go from the canard to the tai,
ie., At =z, _p/V. Hence the damping moment due to this down-

wash lag is
My = —(Cy)rlKrm + EpnlargSear (9-41)

Substituting Eq. (9-40) into Eq. (9-41), we get

de do T
My = *(CN:,[)T[KTtB) + KB(TJ][“ - d—“(“ % C;/T)j'qSTIT (9-42)

Dividing Eq. (9-42) by ¢8.d, we get

Oy = —(Cn )l Kpm + Eper] [fl - fa(“ — & xL'_T’)]b—T T (9.43)

v /i8S, d
Defining Cp. = _0m {9-43a)
5 ad)2V)
8
weget U= —2Cx)rlKpun + Kur) 2L 6L (9-44)

Equation (9-44) is applicable for a canard-control design. Fora wing-
control design (see Fig. 2-2) where the wing is located at or near the
center of gravity of the missile, the following simplification may be
made since the length x,,_p is approximately equal to x;.

T 2

. S
Cr: = —2Cx Yol Ky + Kpim] e (') € (9-45)
£ @ Sv d T
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(It is apparent that C,; is of secondary importance since the value of
¢,isgenerallylow. This is particularly true for the case of the canard-
control design.

Another danping which is similar in nature to Oy i8 Cy) The
latter is generally negligible because of the very low value of €;as'shown
in Eq. (9-46) below for the canard-control design.

Oms = —2Cn )oK pim + Kpip)) gz% € -’*’c;r {9-46)

A note of caution is injected here that, in most airplane applications,
these dynamic rotary derivatives are expressed as 9 )/ 8(6¢/2V ) where
¢ is the aerodynamic chord of the wing. However, in most missile
analysis, these derivations are expressed as 9( )/3(6d/2V) and hence
the added factor of (d/2 V) must appear in all the damping coefficients
such as those shown in Eq, (5-1) and subsequent equations where these
damping coefficients occur. ‘

The values of these aerodynamic damping or rotary derivatives C,,;,
Cpg 8nd Oy may be readily determined from the static derivatives,i.e.,
Cras O ete., obtained from wind-tunnel-test results. The method of
calculation is presented in Appendix G. A summary of the pitch-
damping derivatives of complete airplane and missile configurations as
measured in flight at transonic and supersonic speeds is presented in
ref, 7,

2. Three Degrees of Freedom. 1In the analysis of longitudinal
dynamics with three degrees of freedom, the equation relating the
change in missile forward speed, i.e., ZF, = m(U) from Eq. (9-10), is
used inaddition to Eqgs. (9-17)and (9-18). The characteristic equation
for this case may be solved by the same procedure used previousiy for
the two-degree-of-freedom analysis. The resultant characteristic
equation is the familiar quartic as shown below.

A+ BB - CR+ DI+ E=0 (9-47)
The coefficients 4, B, . .. are a function of the aerodynamic deriva-
tives, mass, and moment of inertia of the missile. Ifall the coefficients
of 4 are positive, no positive real roots exist and hence no pure diver-
gence will be exhibited in the dynamic motion of the missile. When
the combination of coefficients (BCD — AD? — B2E), known as
Routh’s diseriminant,? is positive, the motion is stable. A zero value
for Routh’s discriminant indicates neutral stability whereas a nega-
tive value indicates a divergent (undamped) oscillation for one of the
modes. If any of the coefficients is negative, a pure divergent or
increasing oscillatory motion in one of the modes is present.
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In general it is of interest to determine the roots of the characteris-’
tic equation in order that the periods of the motion and the damping
characteristics may be determined. Of the many available methods
of solution for the roots, the method by Lin® appears to be the easiest.
In this method the form of one of the quadratics is assumed and the
second quadratic is determined by division as indicated below.

ML BRI+ DAL E =0 (9-48)

where B' — BfA,C’ = CfA,etc. Thefirst trial quadratic is assumed
to be '

D’ E!
L =14+ =
+O’ -+ o
and iz used as a divisor as shown below:
24 ad+ by
] ’ 4 _ 13 r12 r ’
12+22+?—)A r BB OB+ DAE
(ol ol x X X
X X A
X X X
R, Rk, ¥
X X X

x x (remainder)

In the division process shown above, if there is a remainder, the first
trial quadratic assumed, 22 4 (D'[C")A + (E '/C"),is not a factor of the
quartic. In this case, a second trial quadratic must be assumed. It
is of the following form: \
oty LA

Rl Rl
and isderived from the result of the first division previously shown. If
the frequencies of the two oscillatory modes are considerably different
(such is the case in the longitudinal dynamic motiong) this method will
converge on the second or third try. This is illustrated by a sample
caleulation shown in Table 9-1 for the following quartic:

A% 1 3.054% + 5.122% 4 0.04124 4- 0.0205 = 0

Before proceeding with Lin’s method of determining the roots of the
quartic, a quick check should be performed to determine qualitatively
the nature of the dynamic motion. Since all the coefficients are posi-
tive, no divergent motion is present. The value of Routh’s discrimi-
nant is caleulated to be

(3.05)(5.12)(0.0412) — (1)(0.0412)* — (3.05)%(0.0205) > 0
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TABLE 9-1. SAMPLE QUARTIC SOLUTION BY LIN’s METHOR?

Sample quartic: A% + 3.054% + 51242 4 0.04124 + 0.0205 = 0

0.0412 0.0205
A+ —— =A% + 0.008054 4 0.00401

5.12 5.12
A2 4+ 3.044 + 5.10
22 4 0. 00805A + 0.00401 V2T 1 3.054% + 5.12i2 + 0.04124 4 0.0205
22 4 0.0143 + 0.0042
3.0473 + 5.1242 4 0.04124
3.042% 4 0.0212 + 0.01224

5.104% + 0.02904 4 0.0205
5.1042 + 0.04104 + 0.0205

— 001204 + 0O

First trial Qua,dratic: A+

i

0,02904  0.0205
Second trial quadratic: A% + ——— + ——— = 4% + 0.005691 + 0.00402

5.10 5.10
A% + 3.044 + 5.10
A% 4+ 0.005694 + 0.00402 Vi1 + 3.054% + 5.124% + 0.04121 + 0.0205
CA% 4+ 00173 4 0.0042
3.0443 + 5.1242 4 0.04121
3.0443 + 0.0222 4 0.01221

5.1022 + 0.0290% + 0.0205
5.104% 4+ 0.0290% + 0.0205

0 0
(A% 4+ 0.005694 + 0.00402)(A2 + 3.044 + 5.10) =0
—0, 4/10. 2 _ -
Ay, = 0.00569 + V(0 0;)569) 4(0.00402) . 0.00285 1 0.063
%r 0.693
P, = = 99. T = = 24
12 = 5063 99.6 sec, ( 15)1 .2 0.00285 3 sec
—3.04 4+ V(3.04)7 — 4(5.10
Ag,0 = =4 5 ) G0 _ 162 4 1.67j
2 .o
Py, = = = 3.76 sec, (Tiysds g = 0.693 _ 0.456 sec

1.67, 1.52

Since.the value of Routh’s diseriminant is positive and greater than
zero, & stable motion is anticipated.
The results derived from Table 9-1 indicate the “Uots for the two

d
modes App = —0.00285 1 0.063]

‘ A3 4= —1.52 L 1.675
where j = v/ —1, an imaginary. number. ' The period and time to
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damp to half amplitude for the two modes [using Egs. (9-30) and (9-31)]

are D
12:-—-——=99.63ec
27 0.063
¢.693
T = — = 243 sec
(P22 = 5 o285
Py, _ 2T 376 sec

4187

0.693
i = —— = 0.456 sec
s =153

From the above results, it is seen that the longitudinal dynamic motion
in three degrees of freedom consists of two distinct and separate modes:
a long-period oscillation which is lightly damped and a very-short-
period heavily damped oscillation. The former mode, called the
phugoid, is of interest on cruise-type missiles whereas the short-period
motion is usually more important on short-range missiles such as an
AAM.

9-4. CLASSICAL SOLUTION—LATERAL DYNAMIGCS

The dynamic motions of a monowing missile about its lateral and
directional (x and z) axes may be conveniently analyzed by assuming a
three-degree-of-freedom study. The equations involved are [from

Eq. (9-10)] LF,=m(V + UR) I side force
IM,=ILR—1,P % yawing moment (9-49)
M, =IP— I.R ¥ rolling moment
In the above analysis, constant forward speed and no pitching motions
are assumed. It is emphasized, however, that in most dynamic
analysis of this kind, careful considerations must be given to the inertia
cross-coupling effects whenever pitching motions are present. These
cross-coupling éffects arise from the fact that the roll moment of inertia
of a missile is generally small relative to the pitch or yaw moments of
inertis, i.e., (I, — I,) and (I, — I,) in Eq. (9-10) are large. In such
cases, a more complete analysis involving five or six degrees of freedom
must be conducted on automatic computing equipment.

Substituting g V/U, V = Up, R = 4, and P = ¢ (see Fig. 9-5),
Eq. (9-49) becomes ' )
e (8:49) EF, = mU(p + f)
EMV = Izﬁj - Izz¢5 ' (9'50)
M = Lg— Imﬁj
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Equation (9-50) may be solved by the method previously described for
the longitudinal case. _

In the analysis of the flight dynamies of the missile, the dynamies of
the missile airframe alone are only part of the over-all system. The
response of the control and autopilot
systems must be included in order to
determine the response of the over-all
missile system. The study of the com-
plete missile dynamics is most conven-
iently made with the Laplace-transform
and transfer-function technique dis- j«~— ¢
cussed in the next section.

X

W= O[REF}

9-5. TRANSFER FUNCTION ' VT

1. Derivation. A transfer function
is the ratio of output to input of a
linear system and is expressed in the .
Laplace transform variable s. The La-
place transform is a mathematical tech-
nique involving the use of the transform
variable s; which is a complex variable
of the form ¢ + jw, where ¢ is the real o
part and jeo is the imaginary part (j = V' —1). For example,
suppose the angle § varies as a function of time and is expressed as
6(t). The Laplace transform of this function is 8(s) or #(s) = & 6(t),
where # denotes application of the transform integral. The Laplace
transform of a function of the time #f(t) is of the following form:

F16. 9-5. Nomenclature for
lateral-directional dynamic
analysis.

Ff(t) = Fls) =f:e—“f(t) dt,

where F(s) is a function of the transform variable s.

The transfer functions of the missile airframe witrhout control and
autopilot are usually expressed as the ratio of the rate of change of angle
of attack, flight-path angle, ete., as an output to control-surface
deflection 6. For example,

v K
& &4 2ws + w®
is the aerodynamic transfer function of the second order which relates
the rate of change of flight-path angle to control-surface deflection.

(9-51)
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In most preliminary-design studies, a two-degree-of-freedom analysis
is adequate in the evaluation of the response characteristics of the air-
frame in conjunction with those of the autopilot and control system
for pitch andjor yaw motions for the cruciform design. For the
lateral-directional motions of a monowing design, a three-degree-of-
freedom analysis involving Eq. (9-50) may be used. In each case, a
constant forward speed is assumed regardless of the actual velocity
profile of the missile. Linear aerodynamics are also assumed in these
‘analyses.

In the development of the transfer functions for the longitudinal
motions, the gravity term W cos 6 may be conveniently omitted singe
it represents an initial input or condition which can be biased (i.e., by
fixed control-surface deflection). Since only the disturbed or pertur-
bation motions are of interest, the initial conditions may be assumed
to be zero. However, where flight kinematics (i.e., missile displace-
ment relative to the inertial axes) are involved, the gravity terms must
be accounted for. The equations of motion involved in the derivation
of the transfer functions for the longitudinal case are

16 =3M, = M+ Mo+ M6 + My + M@ (9-52)
mV}; =XF = Naa,'. “+ Néﬁ (9-53)
=a+y (9-54)

where V is used in lieu of U to denote missile forward velocity, and m
is the mass of the missile and is assumed to be a constant or

Lj =C,, 2g8d+- C,, 850 + Cong 1231; + cm&aqzi«iz + Cgd q;_sz (9-55)
mVyp = Oy agS + Cy,0¢8 (9-56)

Dividing Eq. (9-52) by I, and Eq. (9-53) by mV,
§ = muo + myd -+ m,;f? + mya + m35 (9—57)
p=fafob | (9-58)

where m, = M,/I,, ..
fo= N mV,. . ete
Rearranging and letting s = d/df and s* = d*/di*, Egs. (9-57), (9-58),
and (9-54) become
(Da + (=10 + (Ly=0 (9-59)
(m, + smy)o + (sms — 90+ (@)y = —(mg + my)d  (9-60)

(fado + (00 + (—s)y = (—fa)d. (9-81)

. ete.
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Solving Eqs. (9-59) through (9-61) by determinants, we get

1 —1 0
m, + smy s(my — s)  —(my + mys)d
. fa 0 _fﬁa
¥ 1 —1 1
M, + sm;  s{my; — s) 0
A 0 —s

— {—Sfé(mﬂ _ S) T‘fa(”"‘& + més) 7 fd('rna + Sm“)]é (9-62)
—.92(mé —8) — sf{mz; — 3) — s(m, + S1L,)

'The transfer function /4 is thus

Y _ 155® + (fums — fymg — fams)s + (foms — fomg} (9-63)
d 8[82 - (mﬂ - fa + m&)s - (ma +- famé)]

Defining A = [s% — (mg — f, + my)s — (m, + fomg)] (9-64)

33} _ foS® A (famy — fymg — Afam&)g + e = fimd) g g5
&

Since y = sy, the transfer function y/6 becomes

y _ fa‘gz + (fomy — fﬂmﬂ' — famz)s + (farmy — fsma) (9-66)

é A
Similarly,
1 0 1
(mg +sm;)  —(m; + mys) O
0 = fa _féa —9
A

_ Sty +mgs) — folm, + smy) + fo{my 4 mys) (9-67)
SA” '

Q — mr.’;sz Jr (mﬂ _ fdm& +fam¢$-)'g' + (famé —fdmc;!) (9-68)
g sA

or
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and
g — mésa + (md -f6m1+AfnmJ)s + (fezmd — féma) (9-69)
0 —1 1
—(my + mys)  simg — 8) 0
_ —f30 0 -8 [s{m; 4 mss) + faslmg — 2)]8
' sA sA
{9-70)
or a _ (mg = J)s 4 Um + fomd) (9-71)
] A
and E — (md — fa)sz + (mé +f6ﬂté)s (9_72)
¢ A
Other transfer functions may be derived as follows:
g — E % é e [(ma '—f&)s + (md +f6mé)]s (9_73)
y o v fasz + (fams — fsmy — fymy)s L (fams — Ssma)
®«__ = « é — [(mg — fs)8 + (ms +f6mé)]s 4 (9-74)
8 & 6 mys+(m — fomg + fams)s (fams — famy)
)_) — Z % é =f632 + (famb tfﬁmﬂ ffdma')s + (fvxmﬁ - fdmz) ) (9_75)
o 4 8 9’)’1582 =+ (my — fsms + famsks + (foms — foma)

For a highly maneuverable missile wheren > 1, the following approxi-
mate transfer function of #/6 may be expressed as

ﬁ — Ki} —_ K[f582 + (famé '_'fémﬂ 4f5m‘;)3 + (fuma vﬁfamm)] (9-76)
§ g6 ¢ A
Let a = fé

b = fymy -+ Sama — Jams

c :famﬂ —fﬁma

d = fmy + My
e =m; — [, + M

a Ja 9.77
hzma+méfa: ( )
t = fym,; — My — fary
I =my;

.(b' i) = my + fmy
(—a)y=m;—Is
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The above transfer functions become

N 2 _
g L s —bs e (9-78)

s(s* — es — k)

2 = Mz__fis.ﬂ (9-79)

d  (s®—es — B

6 _ 2 — is + ¢ (9-80)

d (s es —h)

Q I —dstc (9.81)

§ (®-—es—h)

«_{({—a)+ (b ~1i) {9-82)

] (82 — es — k)

& _ (- a)s? | (b — i)s (9-83)

é (s — es — B)

y & y as® — bs + ¢

_‘% . E X é — Sl—(l — G;)S + (b __ "")] (9-85)

6 6 4 s — st e _
2

K=2Xé:m (9-86)

8 & 6 If—dis+o¢

n_¥Vj_ K[“.___SZ —bs t C} ' (9-87)

5 gb gL(s® —es — R

The aerodynamic transfer function is usually expressed i the fol-
lowing general form, i.e.,
K

¥
A 9.88
§ &+ 2{ws + w? ( )

where K/w? is the aerodynamic static “gain” of the system and (8% +
2{ws 4 ©?) is the characteristic equation. In this case, o' = V' &
and is defined as the undamped natural frequency of the missile. The
term { equal to (—e/2w) is the damping constant of the {airframe)
system and is defined as the ratio of the actual damping of the airframe
to critical damping. The value of the critical damping for a second-
order linear.system, such as that expressed by Eq. (9-88), is one. By -
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solving for the roots in the characteristic equation, the period and time
to damp to half amplitude of the dynamic motion are determined as

shown below.
2w + VAle? — 4wt

S12 = 2 (9-89)
or 8= —lw £ V-0l — 8 = (§ + i) (9-90)
[zee Eq. (8-28)]
P.= 2 = 2m o L sec (9-91)
1 Vool -0) o
2 .
(Thg) g === 0.693 (9-92)
£ o

The transfer function for rolling motion in a single degree of freedom

is readily derived as follows:

Lo =%+ %

_ Q’Sdz
O p T+ 0y, 08 (9-93)
p=1Lp+1» (0-94)
where - [ = Zz, and l _ L
1, I
F
Let s s = Cl!.
dt
then sp —1,p = I;0 (9-95)
or p__ b (9-96)
d 81

2. Application. The transfer functions derived above may be
used to determine the dynamic-response characteristics of the air-
frame (i.e., open loop) together with those associated with the auto-
pilot and control system. Several methods which are available and
used by the servomechanical engineers include the Nyquist technique
and the root-locus method. These methods are extensively discussed
in many published works (i.e., refs. 10 t0 14). For the purpose of this -
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voluie, a simple example is worked up to illustrate the usefulness of
the transfer function in a frequency-response study.

The illustrative problem involves the determination of the proper
time lag of the control system in order to prevent the missile from
attaining an excessively high dynamic overshoot whenever the
frequency of the sinusoidal input approaches the undamped natural
frequency (denoted as w, in lieu of  used previously) of the missile.
In this example, a typical canard configuration is used in order to
simplify the calculation. Since the values of Crs Cz> and O, for
this type of design are relatively low, they are assumed to be zero.
The resultant transfer function of a/é is simply

e 7y . (9-97)
] §° — (m8 ﬁfz)s - (ma - méfrx)
For the condition investigated,
& 300 (9-98)

5 8% 1 8.005 + 1,600

Substituting jo = s where Jj=+v -1, an imaginary number, this
transfer function can be rewritten as

x _ 00 (9.99)
O {—w? 4 1,600 + 8.00juw)
or o 300 (—w® + 1,600) — 8.00jw
6  (—o? - 1,600 + 8.00jw) (—ew® + 1,600 — 8.00w
{real part) (imaginary part)
_ {—300e® 4+ 480,000) — 2,400ju (9-094)

(—w? 4 1,600)2 4 (8.000)2

Since the amplitude js equal to the square root of the sum of the squares

of the real and imaginary parts, i.e., 4 = /72 + 1%, we get

V(—=30002 1 480,000)2 1 (2,4000)2
A =
(—w® + 1,600)2 + (8.000)2

(9-100)

Substituting various values of the input frequency w, we get the
following amplitude or dynamic overshoot ratio A4, where A, is the
amplitude at w; = 0 radians/sec.
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T

]

W, l oo, A‘ . l AjA, = overshoot ratio
0 0 1 0183 =4, | 1.00
10 0.250 0.200 \ 1.09
20 | 0.500 0.248 ‘ 1.32
30 0.750 0.405 i 3.15
37 0.925 0.802 | 4.27
38 \ 0.950 0.878 | 4.67
39 ‘ 0.975 0.932 ‘ . 4.96
40 | 1.000 0.938 ‘ 4.99
41 1.005 0.888 4.72
42 1.050 - 0.802 ‘ 4.97
4y 1.125 0.539 ‘ 2.87
50 | 1.25 0.305 1.65

In the above example, the value of afé (ie., trim angle of attack.
per degree of control deflection) for the static condition is 0.183 and
5 . is obtained from e, = 0 condition.

. 1 } This value is often referred to as the
ATRFRAME static gain of the system. The above

.3 ALONE\J \ results-;g, plotted ir? Fig. 9-6, indicate
p ol %TVFT%T_E: )//- ':'0 that, as the frequency of the input
, s /NG approaches the undamped natural
! ch X frequency of the missile, the dynamic
0 | gain or overshoot ratio A4/4,increases
o 0204 0‘:’ /3'8 10 12 14 aonsiderably since the damping con-

stant { for the sample configuration
Fi. 9-6. Frequency-response g low [je., [ = 0.09 from Eqs. (9-88)
characteristics of airframe and .
control system. and (9-98)]. Since the above results
do not include the time lag in the
servo-control system, the above values of the amplitude ratio are
valid for the air-frame loop only.

The effect of the servo loop on the combined airframe-control-sys-
tem (see Fig. 9-6) response characteristics must be taken into account.
This may be done conveniently by assuming that the servo has the
response characteristics of a first-order linear system whose transfer
function of d,/, may be expressed as follows: '

=1

S 1 (9-101)
14 Ts

i



- DYNAMIC STABILITY ' 151

where T is a time constant (i.e., time required for J, to reach 63 per
cent of its final value). Substituting s = jw, Eq. (9-101) becomes -

S 1 1 XlﬁTs

i 1+Tse 14+ Ts 1 Ts

) } . .
1 L —yTw 1 —jTw

= = (9-102) -
L+jTs 1 —jTe 14 T? :

The value of the amplitude ratio for the control system A4, may be cal-

culated by the same method used previously. '

_ g 2 2, 2
A, = E LA YL Tl V14 Th? L o103
. 1+ 1%t 14 T2 V14 TP
4 A, | @agay | )
w;wfw, | for for . for , for
| [ (T =004) | (T =006) | (T =008 | (T=006
— PO ' |. —. N
0 | o, 1 ‘ 1 _ 1.000 1.000
100250| o820 | ossr 1,014 - 0.936
200500 -~ 0780 | og40 | Loze ! 0.845
30 0.750 |  0.640 |  0.486 [ 1375 ‘ 1.045
370925 0565 | 0.413 | 2.410 ‘ 1.762
38| 0.950 |  0.555 l 0.404 | 2.590 1.885
39| 0.975 0.545 0.397 ’ 2,705 1.670
40 1L.000|  0.530 0.384 2.840 - 1.915
411005 0526 | 0378 | 2.480 | 1.783
420 1.050 | 0.517 ‘ 0.369 2.208 ! 1.575
45 " 1.125 0.488 [ 0.348 | 1.400 | 0.999
50 1250  0.448 |  0.316 0725 0.512
|

The transfer function of «/é for the combined servo-airframe open
loop may expressed as '

2 _onx 1 P (9-104)

3
61’ az 60 - 1 + Ts 82 - (ma -—f;){i‘ - (ma - méfa:)

Hence it is apparent that the servo lag T attenuates the dynamiec over-
shoot by the factor 4,. These effects are shown in Fig, 9-6. From
Fig. 9-6, the time lag of the servo may be selected to prevent the mis-
sile from exceeding the designed dynamic overshoot under the most
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severe input condition. Assume that the structural design overshoot
ratio is 2.0; it is apparent from Fig. 9-6 that the desired time lag of the
control system must.be approximately 0.06 sec.

SYMBOLS

A
4,
4
AjAq
4, B,
B C
B,C,D,E
Cy

Cr

Cx

F"

Fis)

I

KB(CJ’ KB(T) '

KC(BH KT(B)

'
Zft)

C,D,E, K

amplitude

amplitude ratio for the control system

amplitude at o, =0

overshoot ratio

general constants in Egs. (9-1),{9-2), and {9-47)
constants in Eqs. (9-24) and (9-25)
general constants in Eq. (9-48)
rolling-moment coefficient
pitching-moment eoefficient
normal-force coefficient

force

function of the transform variable s
moment of inertia

see Symbols in Chap. b

see Symbols in Chap. 5

rolling moment

- Laplace transform of a function of time F{(s)

moment

normal force

period of oscillation

angular velocities about the X, Y, Z axes (see
Fig. 9-2)

reference area _

time constant of first-order control system [see Eqg.
(9-101))]

time to damp to half amplitude

velooities along the X, Y, Z axes (see Fig. 9-2)
weight of missile .

constants defined in Eq. (9-77), also in Fig. 9-3
constants defined in Eq. (9-4)

body diameter

N|mV [see Eq. (9-58)]

moments of momentum

jmaginary number in the complex form

an imaginary number, V. — 1
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imaginary part of a complex variable

Z,/1, [see Eq. (9-94)]

mass, also M/I, [see Eq. (9-57)]

load factor

rolling velocity, also operator to denote
differentiation with respect to time

roots of the characteristic equation [see Eq. (9-3)]
dynamic pressure

Laplace operator

time

time it takes the air to go from the canard to the
tail [see Eq. (9-40}]

moment arm A

distance between canard and tail surfaces (see
Fig. 9-4) '
angle of attack

angle of sideslip

flight-path angle

denominator as defined in Eq. (9-64)
eontrol-surface deflection

downwash angle

damping constant defined as the ratio of the ac ual
damping of the airframe to critical dampi g [see
Eq. (9-88)]

term used in Eqgs. (9-29), (9-30), and (9-91)
missile attitude (a + y)

roots of the characteristic equation [see Eq. (9-27)]
term used in Kgs. (9-29), (9-31), and (9-92)

real part of a complex variable (see Sec. 9-5)

roll {or bank) angle

yaw angle

undamped natural frequency of missile

input frequency

body

canard

tail

about the X, ¥, Z axes
body frontal area (i.e., S,)
initial condition
conditions other than zero
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CHAPTER 10

AIR LOADS

1¢-1, INTRODUCTION

In most preliminary analyses, one is required to estimate the air
loads on the missile and its components in order for the structural and
stress engineers to “rough out” the detailed design of the various ex-
ternal components such as skin gauge on the nose and body or wing
thickness. Since detailed design criteria are generally not specified at
 this stage of design, one must examine several conditions of flight

which include both trim and dynamic flight conditions. These missile
flight conditions may be examined by the methods discussed previ-
ously, particularly in Chap. 5 and 9. In addition to the air loads, the
aerodynamic hinge moments are of interest for the determination of
the type and capacity of the servo system for actuating the aerody-
namic movable surfaces. Finally, thermal loading or aerodynamic
heating must be estimated in order to determine the optimum type of
material and construction for the airframe. This chapter is devoted
to a discussion of same of the approaches and methods of analysis
associated with the general aerodynamic air loads, load distribution,
"and heating problems.

10-2. DESIGN CRITERIA

A missile is often designed to operate over a wide range of speed,
altitude, and dynamie pressuré ¢ conditions. Hance care must be ex-
ercised in selecting the correct or critical design loading condition or
conditions for stress analyses. Since the aerodynamie loading on the
missile is expressed as

N =0y 048 = Oy wrsypMS (10-1}

it is necessary to examine not only the individual terms ¢ Ny % M, ete.,
155
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in Eq. (10-1) but also the product of these terms.  Each of these terms
is discussed below. :

1. Oy . Asdiscussed in Chap. 3, the normal-force-curve slope is a
function of Mach number. In the supersonic case C'y_varies approxi-
mately inverselyas v M2 — 1. Henceit is evident that the maximum
value of Cy_ encountered in flight does not necessarily result in maxi-
mum aerodynamic loading.

2. «. In general, the maximum value of angle of attack including
dynamie overshoot, gusts, etc., will result in the critical loading condi-
tion provided the product of Cy gisa maximum.

3. p. Theeffect of decreasing static pressure or increasing altitude
is to decrease the aerodynamic loading on a missile. However, for

' medium- or long-range ballistic mis-

= siles, the effect of increaging altitude
5 VELOCITY - is generally overcompensated by
o g the Mach-number increase such that
> the ¢ is a maximum at the higher
S altitude (see Fig. 10-1) and hence
E results in maximum loading at
= e : altitude. For other types of mis-
Fia. 10-1. Altitude, velocity, snd  siles, the lowest operating altitude
dynamic pressure vs. time. generally results in the maximum
loading. ‘

4. M. The effect of the Mach number iz twofold: it decreases the
value of C Nu as previously mentioned and increases the dynamic pres-
gure. Since the latter effect is more pronounced in that g varies as the
Mach number squared, the general net effect of the Mach number is to
increase the aerodynamic loading on the missile. An exception to
this case may be one in which the control system is inadequate in over-
coming the aerodynamic hinge moment of the control surfaces. In
such a case, the restricted control deflection results in a lower trim or
dynamic overshoot « and hence may result in a lower loading condi-
tion at the higher operating Mach numbers. The type of servo usetl in
this case is commonly called the “proportional-torque” servo which
“proportions” the loading of the missile as a function of the aerody-
namic hinge moments on the control surfaces. .

5. Dynamic pressure ¢. In the majority of the cases, maximum ¢
results in the maximum air loads. In a very few cases, maximum
loading may occur at somewhat lower values of g. One such may be
the case in which the maximum speed of the missile is slightly super-
sonic,where Cy_may be significantly reduced. Insuchacase the high
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subsonic speed with its attendant rise in € n, Teay result in maximum
loading even though maximum g is not yet attained,

From the abave discussion, it is apparent that careful analysis must
be made of the various factors involved before the maximum aero-
dynamic loading condition can be determined. Now that the effects
of Mach number, altitude, ¢, etc., have been discussed the various
missile flight attitudes (i.e., trim and out-of-trim conditions) must be
examined next. These flight attitudes are described below for two
common types of design: (1) forward canard or-wing control and (2)
rear or tail control.

1. Forward Control. The flight attitudes for this type of
design are shown in Fig. 10-2 and
are discussed below.

A. This is the condition which
exists immediately after the for-
ward movable control surfaces
are-deflected hard over onto their
stops. Actually this condition
rarely exists sinee it takes a finite
time to reach maximum deflec-
tion, at which time some nominal
angle of attack would have
been developed. However, assum-
ing o =0, maximum positive Fic. 10-2. Flight conditions for air.
pitching acceleration occurs at Joads analysis—forward control.
point A.

B. This is the trimmed condition of the missile, since C, =0,
Generally, this condition does not result in maximum design loads.

C. This is the maximum dynamic overshoot condition which re-
sults in maximum aerodynamic loads on the body and control (movable
wings or canards) surfaces.” The amount of overshoot depends pri-
marily on the amount of aerodynamic damping and control-surface
response characteristics as discussed in Chap. 9. Forlow aerodynamic
damping and very fast control-surface (rates) responses, this overshoot
can be many times that of the trimmed value B. In a given design,
the response and overshoot loading must often be compromiged.

D. Thisis a transient condition in which the forward movable coi-
trol surfaces are returned to neutral at the peak of the dynamic over-
shoot condition. This condition may often result in maximum tail-
loads since the angle of the tail is at a maximum because of the absence
of downwash. ‘
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E. Againthisis a transient condition similar to 4,C,and D. This
condition obviously results in maximum negative pitching acceleration.
2. Rear Control. The flight attitudes for & rear-control design
are shown in Fig. 10-3 and are similar to those shown in Fig. 10-2 for
the forward-control design. However, because of the negative value
of Cp, a8 pointed out in Sec. 5-8 the corresponding points 4%, B, C*,
ete., on the Oy vs, x curves are located differently from those of Fig.
10-2.
A. Same as for the forward-control design.
B. Same as for the forward-control design.
¢. This is the maximum
dynamic overshoot condition
which results in maximum loads
on the body and forward fixed
(wing) aerodynamie surfaces.
D. This is a transient con-
dition in which the movable tail-
control surfaces are returned to
neutral at the peak of the over-
shoot condition. Large tail
load is generally associated with
this condition.
F1g. 10-3. Flight eonditions for air- E. This transient condition
loada analysis—rear control. ig similar to that for the forward-
control cagse. Maximum tail
load (i.e., xp = ap — € + dp) as well as maximum negative pitching
acceleration are encountered in this condition.

The above conditions are generally more severe than the actual con-
ditions the missile experiences since it requires & finite time for the con-
trol surfaces to deflect from one position to the next, during which time
the angle of attack is changing in a direction so as to alleviate the
loading problem. Hence, if & more refined definition of the dynamic
conditions is desired, a simplified transient response study should be

- conducted. '

Although maximum air loads on the various components seldom
oceur during any one flight attitude or condition, these components
must be designed to withstand their respective maximum loads. Itis
very important, then, to investigate all these five (and possibly other)
flight conditions and evaluate the loads and angular accelerations.
The previously described conditions (i.e., 4, B, C, ete.) should also be
made for the range of center-of-gravity locations of the missile. The




AIR LOADS 159

effect of gust should be factored in the loads analysis. This may be
done by increasing the angle of attack by an incremental value defined
below

14
A, o ?, (10-2)

where Ax, = angle of attack due to gust
V, = gust velocity
The methods of evaluating the aerodynamic loads, loading distribu-
tions, and hinge moments are discussed next, Inertia loading will be
discussed in Chap 14..

10-3. COMPONENT AIR LOADS

1. Body. Asdiscussed in Chap. 3, the majority of the body load
for the body-alone configuration is concentrated at the forebody or
nose section. Therefore, the total ioad on the forebody may be
approximated asg

Ny = (Cy )paseS, (10-3}

Owing to wing and/or tail-body interference effects, additional loads
are incurred on the body because of the presence of these aerodynamic
surfaces. For a forward-conirol design (i.e., a canard control} the
“carry-over” load from the canards on the body [from Egs. (5-8) and
(5-9)] is |

Npor = (Ox Yol Knieyne + kpieydelaSe {10-4)

The load on the body caused by the tail surfaces is
Npiry = (On )rKpiryle — €)g8p (10-5)

For a rear-control (i.e., tail-control) design, the interference loads
due to the forward fixed wing and movable tail surfaces may be
written [see Eqs. (5-30) and (5-31)] as

Npary = (Ox )ik gy oSy (10-6)
Nory = (Cy yrlKpipy(o = €) - kpmdpleSy (10-7)

2. Aerodynamic Surfaces. The normal force on the aerody-
namic surfaces may also be calculated with the aid of Egs. (5-8), (5-9),
(5-30), (and 5-31) for the forward- and rear-control design. For the




160 MISSILE CONFIGURATION DESIGN

former type of design, the forward (i.e., canard) control-surface load is

Noun = O ol Eame + komdcltSe (10-8)
For the aft (tail) surfaces, the load is
Ny = Cx)rKrmle — €S (10-9)

For an aft (tail) control design, the load on the forward fixed wing
surfaces is '

Nuym = Ox ) wEwmowtSw {10-10)
The Joad on the movable tail surfaces is
Ny = Oy ) Epmle — € -+ kpmdrlaSr (10-11)

The load on small movable control surfaces such as flaps and ailerons
isgenerally obtained from test data. However, for prelimindry design
analysis, the load on these surfaces may be estimated by first analyzing
the nature and magnitude of its pressure distribution, which is dis-
qussed in the following section.

10-4. GOMPONENT LOAD DISTRIBUTION

1. Body. The theoretical pressure distribution and hence.
loading characteristics of a body of revolution at zero angle of attack
may be predicted by many different methods.1-5:1#* Comparison of
the results obtained by the different theoretical methods indicates
excellent agreement with those obtained experimentally.—8 Figure
10-4 shows the typically close agreement between the theoretical and
experimental results for a common body of revolution of {/d = 10
with a three-caliber tangent ogive forebody.

For inclined bodies of revolution, many theoretical methods?—12% are
also available for the determination of the pressure’distribution over
their entirelength. However, since these methods are based primarily
on potential-flow theories, viscous and cross-flow compressibility

effects were neglected. Hence these theoretical results could not be

expected to agree exactly with those obtained from experiments which
include these viscous effects. Figure 10-5shows a typical comparison
of the theoretical and experimental results. It can beseen that, as the
angle of attack increases, flow separation due to viscous effects is a
major cause of the discrepancy between the theoretical and experi-
mental results.

* Superseript numbers indicate references listed at the end of the chapter.
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F16. 10-5. Comparison of theoretical and experimental circumferential
distribution of lifting pressure at o = 8°. (NACA Tech. Note 3715.)

Once the peripheral pressure distribution is determined for the vari-
ous stations along the body (such as those shownin Fig. 10-5), the local
normal-force coefficient per inch may be determined as follows:

2r |7 1o
Co=+ | CyconBdf (10.12;
where r = radius of the body
8, = reference area

Cp = (2 ~ Polge” » -
The value of €, is next plotted vs. body station as shown in Fig. 10-8,
Integration of the area under this curve yields the tatal normal-force
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coefficient C'y on the complete-body configuration. The center of
pressure is determined by taking the summation of the moments of
ares and dividing by the summation of the area of Fig. 10-6.

LOCAL NORMAL FORCE
COEFFICIENT, €y

1.0
DISTANGE FROM NOSE~x/d

R
F1c. 10-6. Variation of local normal- Fie. 10-7. Definition of regions
foree coefficient with body station. for air-loads analysis.

2. Aerodynamic Surfaces. For preliminary analysis, the load
on the aerodynamic surfaces may be assumed to be concentrated at
the quarter chord at subsonic speeds and close to the mid-chord at
supersonic speeds, as pointed out in Chap. 3. For detailed analysis,
however, actual loading distribution is needed. This need may be
fulfilled by either (1) using pressure-distribution data on a similar
or identical configuration or {2) estimating the loading distribution
by theoretical means.: The latter approach for the determination of
load distribution at supersonic speeds is presented below.

Figure 10-7 shows a typical wing planform with its Mach lines to
represent a given flight Mach-number condition. In the application
of the linear theory the following four important assumptions are
made: (1) attached shock (i.e.; sharp leading edge), (2) relatively low
angles of attack (& << 10°), (3) relatively thin airfoil, and (4) supersonic
leading edge (i.e., u > A). The relationships for the local pressure
coefficient €, defined 88 (Pyyper — Plower) (g, for the different areas 4, B,
etc., are .

0. = (10-13)
Py -\/52 _ ka

8ar e fn? — ¢,
C = ——— [‘— —_ Sin_l 1 ] 10-14
P(B) W\/ﬁz k2 2 1 tlz ( )

Coinn dode | D ipn J—jﬁ'ﬁﬁ—— (10-15)
mfa (0 a)ley+ By
and Coim = Com T Cﬂ(c) -

P

(10-16)

Oi’u]
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where a is the local angle of attack and must be corrected for body up-
wash effects.  The local angle of attack at any spanwise wing location
r may be related to the body radius R and the free-stream angle of

attack o, as
B\?
o = ao{l + (—)] (10-17)
r

B =M _1 {10-180)

k = tan A (10-185)
k

no=— {10-18¢)
B

t, = k4, {10-18d)
xr

(See Fig. 10-8.) !

o =B < (10-18e)

8k

Using the above relationships, the chordwise pressure distributjon
may be readily calculated for several spanwise wing stations such as

}

£
6 SPANWISE
Y, g STATION
USN i
o
o
-
= \
w
29 2
o
LI
Wi
(=
(&}
S —-\
s 0 ?
@ CHORDWISE STATION
¥ LE TE.
o
F1c. 10-8. Definition: of coordinate Fie. 10-8. Typical chordwisé pres-
systems for air-loads analysis. sure distribution, :

those shown in Fig. 10-9. 'The spanwise loading distribution and total
load may be calculated as follows:
1. Integrate the area under the curves in Fig. 10-9:

N'(lbjin.) = FCeq (10-19)
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where F is a scale factor (i.e.,if 1in. = one unitof ¢ and lin. = 2in.
span, then ¥ =1 x 2 = 2).

2. Plot N’ vs. spanwise stations (see Fig. 10-10) to get the spanwise
distribution.

3. Integrate the area under Fig. 10-10 to obtain the total normal
foree N.

A comprehensive treatment of the spanwise load distributions for
a variety of wing planforms at supersonic speeds may be found in
refs. 15 to 17.  For subsonic speeds,
refs. 18 and 19 should be consulted.

Quite frequently, after the com-
ponent loads and their locations
have been determined, the sum-
mation of forces may not agree with
the total load (or load factor), or the
2 ROOT WING SPAN~INCHES Tip summation of moments about the
Fic. 10-10. Typical spanwise loads ~ Center of gravity is not zero (for
distribution. trimmed-flight condition), or the

predetermined angular acceleration

{out-of-trim condition} does not result. Hence it will be necessary
to adjust either the individual component loads and/or locations to
satisfy these predetermined values. Which component load or load
location to be modified or adjusted to satisfy these predetermined
values depends upon the magnitude or accuracy of these loadings.
Hence, if the load of a particular component (say the wing, for
instance) is much larger than that on other components, only slight
modification of its magnitude and/or ite location is required. Or, if
the accuracy of the load or its location on a particular component
is questionable, then modification should be made on that particular
load or location.

NNING LOAD, N #/IN.

10-5. AERODYNAMIC HINGE MOMENTS

Sinece the size and capacity of the servomechanism is dependent
directly upon the magnitude of the hinge moments associated with the
aerodynamic surfaces to which it is linked, it is important to be able to
predict the approximate magnitude of the hinge moments for the
critical flight conditions. Several flight conditions of Mach number,
control-surface deflection, angle of attack, and dynamic pressure must
be investigated since these parameters affect both the magnitude
of the normal force and its center-of-pressure location. When only
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supersonic speeds are concerned, maximum hinge moments generally
occur at the highest supersonic Mach number, ¢, «, and 8 condition.
Several methods may be used to estimate the magnitude of the hinge
moment for preliminary analysis. These are (1) estimation of the load
and center-of-pressure location, (2) integration of pressure-distribution
data, and (3) use of hinge-moment data of similar configuration. The
first method mentioned may be expressed mathematically (for a mov-

able wing) as
(HM), = (On K m (e, — ,)g8y (10-20)

and (HM), = (O_.\'a)wkii'(l?}(xIIL — E5)q8 {10-21)

where (HM), — hinge moment due to «, ete.
x3;7 = hinge-line location
#, = center of pressure due to «
-#y = center of pressure due to §
The values of £, and &, for the wing-alone configuration (see Chap. 3)
may be used since the body effect on the wing center of pressure appears
to be negligible.

Another method of determining hinge moment is by integrating the -
theoretical pressure distribution as previously described to determine
the load and chordwise center-of-pressure location. Sincethis method
I8 rather tedious, it is generally not recommended for the sole purpose
of hinge-moment determination. However, in the process of getting
the loading distribution, the hinge moment may be also determined by
this method. Perhaps the mcst direet method is to use experimental
hinge-moment data of similar configurations. Theoretical values of
hinge moments for trailing-edge-type controls for supersonic flights
may be obtained from ref. 21. However, since theoretical values are
subject to errors because of flow separation, viscous effects, etec., ex-
perimental wind-tuimel hinge-moment data when obtained under con-
ditions reasonably close to these aetually experienced in flight should
be obtained for design purposes. Most of the experimental data on
hinge-moment characteristics of various practical designs are classified
for sccurity reasons. '

10-6. AERODYNAMIC HEATING

Thermal loading or aerodyuamic heating niay constitute a major
problem in the design of a high-speed missile. Hence, during the
preliminary-design phase of the niissile project, it is important to esti-
mate the heat-transfer rate and temperature on the critical portions
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(i.e., nose, leading edge of aerodynamic surfaces, etc.) of the missile.
Aerodynamic heating results from the airflow about the surface of the
missile: frietion of the air along the surface of the missile and compres-
sion at and near the stagnation regions of the missile external compo-
nents. In these processes, a portion of the kinetic energy of the air is
converted into thermal energy within the boundary layer of the
missile.

The temperature rise for bringing the air to rest AT is expressed as

AT = Z_g_l M_2T, (10-22)

where y — ratio of specific heats at constant pressure O, to specific
heat at constant volume C,.
M, = free-stream Mach number-
T, — free-stream temperature, ° Rankine
The final or stagnation temperature 7' is

T,=T. (1 + Z—;—l M,ﬁ) (10-23)

Equation (10-23) is applicable for a compressible non-heat-conducting
gas. Since there is a small amount of heat transfer within the bound-
ary layer, the “recovery” temperature T, differs from the stagnation
temperature by the temperature-recovery factor r and is expressed as

oo

T, — Tm(1+rV;1M 2) (10-24)

The temperaturg-recovery factor r can thus be expressed as

= I, Ty (10-25)
Ty T,

The value of r varies from approximately 0.85 for laminar flow to
approximately 0.88 for turbulent flow. Henceit can be seen that the
recovery temperature is relatively independent of the type of flow ex-
cept at very high Mach numbers. For an insulated wall (i.e., no heat
transfer through the skin of the missile) the recovery temperature T,
is identical to the adiabatic wall temperature T,

T, =T, = Tw(l +rl ; ! sz) (10-26)
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In most practical applications, heat transfer through the skin or wall
of the missile occurs. The heat-transfer rate through the wall g, is
governed by the following classical relationship:

g = (T, — T,) (10-27)

where & = heat-transfer coefficient

T, = wall temperature
It is more convenient to use a nondimensional coefficient called the
Stanton number C,, which is defined as

h

o, —
" puo,

(10-28)

where p = fluid density
# = coefficient of fluid viscosity
The Stanton number is related to the skin-friction coefficient C, as

_1¢

C
r s 2

(10-29)
where s is the Reynolds analogy factor and has a value of approxi-
mately 0.8. '

Hence the heat-transfer rate may be expressed as

ic¢
Qv = _:—fplucp(Tr —-7,)
s 2

- lﬁpﬂcp[cr’m(l N Sl Mﬂ) — T,J (10-30)
s 2 2

It is seen from Eq. (10-30) that the heat-transfer rate varies directly as
the friction coefficient €,. Since C, for turbulent flow can be many
times C, for laminar flow, it is essential that laminar flow be maintained
over as great & portion of the missile as possible.

In the caleulation of aerodynamic heating of the missile, the follow-
ing fundamental heat-balance equation is used ;

Heat input = heat stored 4 heat radiated (10-31)

where Heat stored == (weight)(specific heat){temyp. rise)
= (W)OATy — T)  (10:31a)
and Heat radiated = gde7T (10-315)

The term ¢in Eq. (10-318) is the Stefan-Boltzmann constant and has a
value of (.48 x 10-12 Btu/(ft*)(sec)("R)4. The term A is the surface
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. area being checked for heating effects. The term e is the emissivity
factor of the surface material, which depends upon the surface temper-
ature, degree of surface roughness, etc. Since the temperature of a
body exposed to transient heating conditions at any instant depends
upon the previous thermal history of the body, a time-step solution of
the heat-balance equation is required.

Many methods and procedures exist for the determination of aero-
dynamic heating of the missile. Some of these methods are limited to
the determination of heat transfer to a specified location on the missile
(i.e., stagnation point only), flight condition (i.e., hypersonic speeds
only),etc. Hence an extensive study on the subject of heat transfer is
required before the proper method or methods are selected for a partie-
ular design condition. References 22 through 44 constitute a partial
list of the many reports written on this subject. :

SYMBOLS

surface area being checked for heating effects

specific heat [see Hq. (10-31a)]

skin-friction coefficient

Stanton number

normal-force coefficient

loeal normal-force coefficient

specific heat at constant pressure, Or pressure
coefficient

gpecific heat at constant volume

scale factor as used in Eq. (10-19)

hinge moment

see Symbols in Chap. §

see Symbols in Chap. 5

nose length (see Fig. 10-4)

Mach number

normal force

spanwise loading distribution

reference area

temperature

adiabatic wall temperature

-

b

B

A0 aR

B

>
=
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recovery temperature
wall temperature
stagnation pressure
free-stream temperature
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forward velocity

gust veloeity

weight

atermin Eq. (10-15)and defined by Eq. (10-18¢)

local chord

body diameter

heat-transfer coefficient

a term in Eqgs. (10-13) and (10-14) and defined
by Eq. {10-186)

see Symbols in Chap, 5

see Symbols in Chap. 5

aterm in Eq. (10-14) and defined by Eq. (10-18¢)

static pressure

dynamic pressure

heat-transter rate through the wall

radius of body, spanwise wing location, tem-
perature-recovery factor

Reynolds analogy factor [see Eq. (10-29}]

a term in Kq. (10-14) and defined by Eq.
(10-184)

coordinates as shown in Fig. 10-8

center of pressure due to « and 3, respectively

angle of attack

incremental angle of attack due to gust velocity

vV M2 Z 1 [see Eq. (10-18a)]

specific heat ratio of air

control-surface deflection

downwash angle, emissivity factor

circumferential angle (see Fig. 10-5)

leading-edge sweep angle

Mach angle [see Eq. (3-35)], coefficient of fluid
viscosity

air or fluid density

Stefan-Boltzmann constant [see Eq. {10-318)]
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CHAPTER 11

AERODYNAMIC LAUNCHING PROBLEMS

11-1. INTRODUCTION

The aerodynamic problem of launching missiles from ground
launchers, shipboard, and particularly from high-speed parent aircraft
is indeed a difficult and challengingone. Careful design practice must
be exercised in order to assure that the missile realizes clean and
safe separation as well as minimum deviation from the intended flight
path., “Beam-riding” missiles have occasionally lost “beam lock-on™
during their boost or launching phase as the result of excessive flight-
path excursion, resulting in aborte%l flights. Hence detailed analyses
must be made of the sources and magnitudes of both internal and
external forces acting on the missile during its launching phase.
Should these forces cause undesirable launching dispersion proper
design modifications must be incorporated to assure a satisfactory
launch. In the case of an air-launched missile, aircraft-missile com-
patibility must berealized. Hence the requirement of over-all system
performance and accuracy as well as safety of launch must be satisfied.
Thus the designer must éonsider carefully all the numerous factors
which may cause undesirable and detrimental launching charae-
teristics. It is the purpose of this chapter to point out and discuss
some of the more important aspects of missile launching.

11-2. SAFETY OF PARENT AIRCRAFT—AIR LAUNCH

In addition to satisfying the requirement that the dispersion of the
misgile during launch must not exceed the limit dictated by guidance
considerations, safety of launch must be assured to the parent aircraft
and its crew. Unfortunately, in the majority of the cases, the air-
plane and missile designers are foreign to each other and often make
undue design compromises when the over-all missile-aireraft weapon
system is ready to be integrated. One of the chief reasons leading to
the difficulties of integrating the missile to the parent aircraft or vice
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versa is the fact that the air-launched missile is usually designed to be
carried by many different aireraft which are either operational or fairly
well finalized in design. Hence the missile engineer is left with the
problem of ‘‘retrofitting” his missile to the parent aircraft, the design
of which is “frozen.”

The problem of safety of launch is particularly severe in the case of
“retrofitting” the missile to a particular parent aireraft because of the
following limitations imposed by the design of the parent aireraft: (1}
extreme inboard pylon or external store location, (2) restricted longi-
tudinal center-of-gravity movement, (3) unduly long forebody for the
missile to fly clear of, and (4) limited ground and wing clearance, ete.
The above limitations can be alleviated to a great extent whenever the
parent aircraft and missile are designed as an integrated system at
their earliest design stages. In either case, however, detailed analysis
must be conducted on the various factors which may contribute to the -
hazards of launching.

In many modern aircraft, pilots have reported and subsequently
verified that bombs and external stores such as fuel tanks exhibited
extremely erratic separation characteristics upon release or ejection.
Bombs have been shown to piteh violently inside the bombbay prior to
their eventual separation from the carrier aircraft while fuel tanks have
been shown to travel from their wing-tip location inboard to hit the
fuselage of the airplane during their release. Obviously such erratic
release characteristics for a missile are totally unacceptable from the
standpoint of safety to the parent aircraft, not to mention the strong
possibility of a completely inaccurate and consequently ineffective
round. '

Although no detailed safety criteria are specified, they should con-
sist of the following as a guide for the missile or airplane designer:

1. The missile should not strike the parent aireraft during boost or
jettison.

9. The missile structure should not fail under any conditions of
flight in the immediate vicinity of the parent aircraft.

3. The jet blast from the rocket of the missile should not adversely
affect the parent-aircraft structures and its operating components
such as air inlets and control surfaces.

1. Missile-aircraft Collision. Perhaps the two most impor-
tant causes which may result in missile collision with the launch air-
craft are (1) adverse aerodynamic forces on the missile induced by the
flow field about the missile-pylon-wing combination and (2) control-
system failure at launch, which causes the control surfaces to deflect
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fully to their hard-over position in pitch, yaw, or roll. Other contribut-
ing factors are normal manufacturing malalignment of the control
surfaces, thrust malalignment, missile center of gravity off center, and
launch-aircraft manuevers. In general, the latter effects are small
relative to those mentioned previously.

Over the past several years, the NACA (now NASA) and prlva.te
companies in the aircraft-missile industry have conducted extensive
experimental and theoretical studies on the nature and magnitude of

Fic. 11-1. Induced flow field in pitch of wing-pylon.missile combination.
{4) Low-speed {high «) condition. (B) High-speed (low o} condition.

the effects of flow field induced by and on the missile-pylon-wing and
misgile-fuselage combinations. Numerous configurations have been
investigated to provide the data to evaluate missile-launch dispersion
characteristics. References 1 through 10 are but a partial list of un-
classified reports on the subject of missile-aircraft flow interference.
Many more reports that are available but classified should be consulted
for a satisfactory solution to this launch problem.

A rather crude but informative representation of the nature of the
flow field is shown in Figs. 11-1 and 11-2 for the sources of pitching,
yawing, and rolling moments. As seen in Fig. 11-1, the flow field in
pitch for a low-speed launch condition is typified by the flow about a
wing at arelatively highangle of attack. Inthisattitude the missileis
shown to be experiencing a positive angle of attack at the forebody
section and a negative angle of attack at the aft section. Hence.one
would expect the missile to pitch upward upon launch, On the other
hand, for the high-speed launch condition, the missile tends to-pitch
downward at launch. In addition to the pitching moments, adverse
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yawing moments and side force may be of sufficient magnitude to cause
the missile to veer into the parent aircraft at launch. The extremely
long forebody on modern high-speed aircraft often presents a critical
problem from the standpoint of missile-aircraft collision. Rolling
moments also exist even in a rather
simple straight-forward installa-
tion (straight wing, say). As a
result the missile has a tendency to
roll'into the pylon upon separation.
In the case where the rear fin of the
missile “slaps on”’ the side of the
pvlon no particular harmful effect
(from the aircraft-safety standpoint) is expected. However, if the
missile rolls sufficiently to cause the leading edge of the tail fins of
the missile to hit the trailing edge of the pylon, the damage can be
extremely serious.

Another very important aspect of the flow field is its effect on the
serodynamic hinge moments of the movable surfaces on the missile.
This is particularly eritical at high subsonic speeds and above since
local shock waves may be present and can have a strong effect on the
center-of-pressure location and hinge-moment characteristics. Care-
ful analysis should include experimental wind-tunnel tests or flight
testing with the full-scale missile by
utilizing a “‘captive-flight-balance
systém” to measure these induced
forces and momentsto make certain
that the resultant aerodynamic
hinge moments are within the capa-
bility of the servosystem in the mis-
sile. Improper design or failure to -
account for the actual aerodynamic
hinge moments in the “captive
flight” or launth attitude could
cause the servo to be overpowered,
with the result that the missile would be launched with its control
surfaces fully deflected.

The most commonly used method for determining the induced loads
and mutual interference effects of the airplane-missile combination is
soaled-model wind-tunnel testing. Separate sting mountings for the
airplane and missile are used to measure the loads on the missile and
. airplane as shown in Fig. 11-3. Using this technique, data on the

¥Fia. 11.2. Flow field induced by
cross-flow phenomenon.

AIRPLANE SUPPORT

MiSSILE
SUPPORT

TUNNEL WALL

Fia. 11-3. Schema of test instal-
lation for measurement of airplane.
missile mutual-interference effects.
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effect of the missile on the parent aircraft may also be obtained in order
to predict the performance degradation of the parent aircraft with the
missile in the carried position. The effects of missile location in the
immediate vicinity of the parent aircraft can also be determined by
moving the complete missile-sting assembly relative to the alrplane
model.

Captive balance testing using a full-scale missile is also used to
determine captive-flight loads on the missile as well as the effect of the
missile on the launch aircraft. This particular technique has the ad-
vantage of obtaining full-scale-model test data. However, investiga-
tion of the various parameters such as spanwise and chordwise location
and missile installation attitude isobviously extremelylimited. Hence
this test technique may be used to check the design installation based
on scaled-model-test results obtained in the wind tunnel.

Control-system malfunction resulting from electrical- or hydraulio-
system failure at launch may also cause the missile to be launched with
its control surfaces deflected fully onto their physical stops. From the
standpoint of safety of launch, this condition should be fully investi-
gated. If results of calculations indicate the possibility of missile
collision with the parent aircraft, proper design modification must be
made. Such modification may consist of physically locking the con-
trol surfaces for a finite time after launch until the missile is sufficiently
ahead of the aircraft.

The launch-dispersion crracteristics in yaw may be determined by
manual computation for one or two most adverse launch conditions.
However, for detailed studies of the effects of individual parameters,
such as missile stability margin and thrust malalignments, the compu-
tation procedure should be mechanized on the automatic computing
machine. The basic equations of motion (in yaw) may be written as

W

g

EF, = Wy ' (11-2)

g ‘
M, =If ' ‘ (11-3)
From Fig. 11-4, the right-hand side of Eqs. (11-1) and (11-2) may be
expressed as LF, = F, co80 — Fysinf (11-4)
and ZF,=F, sinf + Fycos b (11-5)
where Fy=T-Cu8 {(11.6)
' Fy=0ygS (11-7)




178 MISSILE CONFIGURATION DESIGN
The summation of moments in yaw is
SM, = Mu+ M@+ M + My + My + Mowsew  (11-8)

where M, — moment due to thrust malalignment
M ,; = moment due to aerodynamic-surface malalignment

The flow-field effect should be determined for several points along the
missile trajectory if a reasonably accurate answer is to be obtained.
The values of ', and Cy in Egs. (11-6)
and (11-7) should include the flow-field
effect and can be determined from
either wind-tunnel tests or captive-
balance-flight-test results. For pre-
liminary analysis, it is sufficient to
agsume a constant forward speed over
the relatively short time interval to
be studied. Using the iteration pro-
cedures similar to those described in
Chap. 4, the above equations can be
solved to determine the missile launch-
dispersion characteristics.

2. Missile Structural Failure.
Another important consideration for
parent-aircraft safety is the structural
integrity of the missile during its
captive flight and free flight in the
immediate vicinity of the launch aircraft. The loads imposed by
the flow-field effects must be carefully determined for a particular
installation and speed condition in accordance with specification
requirements. The missile airframe should then be designed to these
captive-flight loads, which may in some cases be critical-design loads.
The missile should also be designed to withstand the critical-flight
loads under both normal and adverse flight conditions. Failure of
the missile structure in flight in the vicinity of the launch aircraft
is extremely hazardous and must be avoided by proper design.

Fia. 11-4. Force diagram for
missile-launch aircraft-collision -
study.

1£-3. LAUNGH BOUNDARIES—AIR LAUNCH

In addition to the problems of missile collision with the parent air-
craft and missile structural break-up in front of the launch aircraft just
discussed, additional consideration must be given to the safety of the
launch aircraft. This takes the form of launch-aircraft boundaries
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which would restrict the aircraft’s ‘zone of operation’™ and hence pro-
vide a measure of safety against ground fire, blast effects from the
missile and its warhead, ete. These launch boundaries are particu-
larly meaningful for an air-to-surface missile weapon system which
requires that the parent aircraft fly essentially the same path as the
missile. Such a system may be a line-of-sight command guidance or
a particular type of beam-rider system.

1. Launch-aircraft Trajectory. Figure 11 5 shows the perti-
nent parameters governing the
flight path of the parent aircraft LAUNCH POINT
following missile launching. It is 7\
apparent that, from the kinematic N Ry
standpoint, aircraft speed, maneu-
vering capability, missile flight
time, and terrain clearance are the
major governing factors in the de-
termination of the launch bound- TARGET
aries. Thelaunchboundariesmay  ¥ie. 11-5. Kinematics of launch
be readily determined by. the boundary.
following procedure.

First, the kinematic or flight trajectory of the launch aircraft must
be determined. The turn radius Ry in pitch may be calculated as

Ry cos y\

%

(11-9)
gln — (1 4 cos yo),f2]

By =

where V; = launch velocity, fps, assumed to be constant throughout
entire airplane trajectory’
n = load-factor capability of airplane
v — initial launch angle which airplane and missile follow
The altitude required to turn from y, to level attitude, designated as k,
in Fig. 11-5, is shown to be-

hy = BRp — Ry cos yy = Rp(l — cos pg) (11-10)

Hence the distance S, shown in Fig. 11-5 may be determined as a func-
tion of , and the terram clearance altitude %, as follows:

Sy =Mtk (11-11)
sin y,
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The value of k, may also represent the altitude clearance required from
the standpoint of enemy ground fire, blast effect from the warhead of
the missile, ete. Thus the trajectory of the launch aireraft written in
terms of 8., may be summarized as

Siin = So + VL(tf + Ai) (11-12) -

S = h“, + By + Vit + Ay (11-12a}
gin y,

S = Tl 80l F Ey 4 Ay (11-128)

sin v,

- where t, = flight time of missile
Al = time lag from missile impact t& commencement of air-
" craft-pull-out maneuver
Assuming a typical aircraft load-factor capability of 3 g’s and a ter-
rain-clearance requirement of 500 ft, values of the pertinent trajectory
parameters Ry, ky, 8, and V¢, have

been calculated from Eqgs. {11-9) CONDITION:
through (11-11) and presented in Figs. v, 2600 FPS
11-6 through 11-9. The values of :"3325
S for two typical launch angles T hy=500 FT
(30 and 50°) are shown in Figs. 11-10 |, At=1sEC -
and 11-11forarangeof launchspeeds.  .§ | LIMITING RANGEy ==
2. Missile Trajectory. Next, & |fFFNE ==
missile trajectory must be calculated L~ -MISSILE DATA
before the launch boundaries of the

parent aircraft can be determined.
This may be done by calculating the
missile trajectory and flight time for

tym) B (1 + At) ~ SECONDS —»-

Fic. 11-12. Determination of
launch boundary.

three different slant ranges S, at a
given initial launch angle and calculating speed by the methods out-
lined in Chap, 4. The resultant trajectory data may then be plotted
as missile slant range vs. missile flight time¢,,,,,,as shown in Fig. 11-12.
3. Launch-boundary Determination. The actual launch
boundary of the parent aircraft may be determined by matching the
trajectory data of the parent aircraft and missile previously described.
This may be done readily by superimposing the trajectory information
of the parent aircraft in Fig. 11-12in terms of 8, as a function of (¢, +
At) from Eq. (11-12b). The intersection of the two curves establishes
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the limiting range for the given condition of launch speed and dive
angle. This range is defined as the minimum range from which the
parent aireraft can launch the missile; follow the missile toward the
target, pull out at {or very shortly after) missile impact, and clear the
ground by the desired height »,. Limiting range for other launch con-
ditions can also be determined by the methods just described. Typical
launch boundaries for two launch speeds are shown in Fig. 11-13.
From the standpoint of guidance accuracy, the missile must also be
designed to fly within a certain boundary during launch. This
boundary represents the maximum launch dispersion permissible
" before the degradation to the deliv-
SO SLANT ery accuracy of the missile becomes
unacceptable. Aspreviously men-
tioned, the beam-riding missile
must stay within the beam width
of the guidance system in order to
achieve “lock-on™ for the remain-
der of its flight trajectory. For
cémmand control (particularly in
the case of visual line-of-sight com-
mand), the missilemust notdisperse
out of the pilot’s normal field of
view or top far off the normal

ALTITUDE —=

HORIZONTAL RANGE — intended flight path for the missile
Fig. 11-13. Typical launch bound- to return within the flight duration
aries. of the missile, Quite frequently,

finite-length rail launchers are used
to “guide” the missile through the adverse-flow-field region in order
to minimize missile dispersion at launch. These launching rails-are -
mostly used in cases where the parent aircraft are “‘retrofitted” for
missile launching. In cases where the parent aircraft and missile
are designed initially as an integrated weapon system, the require-
ments for finite length rail launchers are minimized.

11.4. CONSIDERATION TO PARENT-AIRCRAFT
PERFORMANCE

Consideration should be given by both the missile and aircraft
designers tominimizing the performance degradation of the parent air-
craft with external missile installation. Since selection of the span-
wise and chordwise locations is generally limited by wing-bending and
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aircraft center-of-gravity considerations, the designer must exercise
extreme care in selecting the most favorable installation within this
limited range. The final selected installation should represent the
best compromise from the standpoint of the effect of the launch air-
craft on the missile and the effect of the missile installation on the air-
craft. The importance of the latter effect is readily apparent when
one consgiders the fact that severe performance degradation may be
realized with an improper missile installation. The resultant loss in
range and in high-speed capability of the launch aireraft with its store
of externally carried missiles iz obviously undesirable from a tactical
standpoint.

The problem of designing a missile-aireraft system with the least
detrinmental mutual effect is a challenging one that requires additional
research and experimental work. Much experimental work has al-
ready been done on the various types of missiles or external-store in-
stallations. Measurements of loads on the missile as well as on the
parent aircraft have been made in the wind tunnel, as previously
mentioned. In the calculation of the performance degradation of the
parent aircraft, the two most important pieces of information required
are (1) basic performance curves of the parent aircraft and (2) a good
correlation of installation drag of the missile. The former information
consists basically of the thrust and drag variation with speed (see Fig.
4-8) and other engine data such as fuel-flow data. The latter may be
obtained only after extensive study of the flow-field problem has been
conducted or data from experimental tests of the fonfiguration are
available. It is emphasized here that itém 1 is extremely important
in that one must know exactly in what region of the drag curve the
airplane is operating before any reasonable (let alone accurate) esti-
mates of the performance degradation can be made. Hence it is im-
portant that the airplane and missile engineers work closely in this area
to assure aircraft-missile compatibility. Once theaboverequired data
are made available, the performance degradation of the parent aircraft
can be determined by the methods outlined in Chap. 4.

It-should be remembered that, even with a well-designed installation,
the penalty involved in externally carried missiles can be very high.
Often a fairly respectable high-supersonic fighter becomes merely
another high-subsonic aircraft when carrying several missiles exter-
nally. The present trend is toward internal stowage. Consequently
much work is now in progress to study the aerodynamics of very-low-
aspect-ratio wings for future design considerations, for both internal-
and external-stowage considerations.
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11-5. GROUND LAUNCH

The problem of launching missiles from the ground may be divided
broadly into two general categories: (1) effects of the launching phage
on the missile and (2) effects of the missile on the launcher and sur-
rounding areas. The former effects are studied from the standpoint of
missile-guidance and missile-component operation, while the latter
effects are concerned primarily with the safety of the launching crew
and surrounding areas. The latter problem is the topic of discussion
inSec. 11-6. This section is primarily concerned with the effects of the
launching environment on the missile and its operation.

From the standpoint of missile guidance, several potential sources
of detrimental effects causing excessive missile dispersion at launch are
present. These include launcher deflection, missile tip-off from the
iauncher, thrust and fin malalighments, and atmospheric disturbances
such as tail wind, cross wind, and gusts. Each of these factors affect-
ing missile launeh dispersion is discussed below.

1. Launcher Deflection. One of the most common factors
present, particularly with mobile launchers, is the launcher deflection
which results from ignition shock and sudden high thrust build-up
from the booster. This motion can have a detrimental effect on the
missile flight in that the initial heading of the booster configuration is
different from that set previously. The missile will therefore fly anew
flight path as the result of this pitching rate just as the missile leaves
the launcher. This problem can be solved by (1) designing a stiffer
launcher, (2} accounting for this motion in setting the launcher, or (3)
a combination of both. For long-range ballistic missiles, which are
generally launched vertically from rugged launching pads, this prob-
lem is virtually nonexistent. ‘

2. Tip-off. Another commonfactor arisesif the supporting shoes
on the missile do not leave the supporting rail or rails simultaneously.
Such a case may be one in which the two shoes (one forward and
one aft) ride on the same rail. When this happens, the missile will tilt
downward under the force of gravity and cause the missile to fly a new
flight path.  With simultaneous shoe release, the missile would have a
simple translational instead of combined translational and rotational
motion immediately upon leaving the launcher. This translational
motion is not so detrimental to the dispersion as the rotational motion,

3. Thrust and Fin Malalignment. Turning moment due to
thrust and aerodynamic surface malalignments is another important
cause of missile dispersion during launch. The dispersion resulting
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from this source can be very serious for missiles flying on ““open loop”
(i.e., without guidance or control) during their early phase of launch.

In thls case, 4 relatively large static stability margin (see Sec. 5-3 or
5-7) is required to minimize the dispersion due to these malalignments.

This may be realized by incorporating relatively large tail surfaces on
the missile (or large fins at the aft section of external droppable
boosters). It will be shown in Chap. 12 that excessive static stability
margin may prove to be undesirable when the missile is launched in a
cross wind. Another method of minimizing missile dispersion at
launch due to thrust and fin malalignment is spinning the missile im-
mediately off the launcher. This technique is commonly used on
uncontrolled and unguided ballistic missiles designed for relatively
shortranges (i.e.,less than 50 miles). Formissiles which are controlled
from the instant of launch, thrust and fin malalignment effects are of
secondary importance.

Intentional thrust misalignment is used on certain types of cruise
missile to counteract the effect of gravity during boost. In this case,
the thrust vector is aligned below the center of gravity of the missile-
booster combination. If the underalignment is too great, the missile
may attained a large angle of attack, possibly resulting in stalling the
missile at the end of its boost phase. On the other hand, insufficient
underalignment may result in an angle of attack which is too low to
sustain missile weight, causing an undesirable loss in flying altitude
before the missile can attain sufficient speed under its own power.

4. Wind. Since it is tactically impractical always to launch into
the wind, one must contend with the problem of wind blowing from any
direction. Depending upon the application, sometimes the tail wind
and sometimes the side wind may result in the critical design point.
One of the main points to remember is that the static stability of the
missile should not be so large that the configuration weathercocks into
the relative wind, resulting in flight-path dispersion under conditions
of uncontroiled flight. For missiles which are being controlled from
the instant ot launch, sufficient aerodynamic control effectivenessmust
- be provided to maintain the missile on the desired flight path during
launch.

Special consideration should be given to the effect of wind on long-
range ballistic missiles, which lift off vertically from their launching
pads. Strong cross winds could cause sufficient force to topple the
missile over its base unless some tie-down provisions are made. In
addition, loads induced by vortex effects at or near the tip of the missile
may be sufficiently critical to cause structural failure of the missile on
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the launch pad. These ground wind-induced loads are particularly
critical for a missile with large length-to-diameter ratio and its attend-
ant low structural strength and natural cantilever mode frequencies.
The latter is conducive to a condition of resonance with the wind-
induced load frequency. Modification of the nose geometry may be
necessary to alleviate or alter the nature of the loads induced by the
forebody vortices. Detail analysis including wind-tunnel tests on
structural or dynamically similar models is required to determine the
severity of this wind-induced loading problem for each missile design.

11-6. RANGE SAFETY

The advent of atomic- and nuclear-warhead-carrying missiles poses
an extremely serious problem of safety not only to the large cities and
their populations in the case of area-defense missiles but also to friendly
troops and installations for the front-line tactical missiles. For the
very-short-range tactical ballistic missiles which fly essentially a zero-
lift trajectory, the problem of safety is not particularly severe since the
missile is aimed and should fly into the general direction of the target.
However, proper warhead arming and fusing must be provided to pre-
vent premature warhead detonation at or near the launch site. TFor
all other types of missiles which generally fly a prescribed lifting tra-
jectory {including the lang-range ballistic missiles), the flicht path and
resultant impact point can be extremely erratic if guidance- and con-
trol system failures occur. Hence reliability of the components as
well as a proper arming system are prime requisites in any missile
weapon system. ' ) :

Since it is practically impossible to attain 100 per cent reliability for
the over-all missile system, the problem of range safety must be
analyzed from a realistic standpoint. - For example, a multiple com-
pound failure of components, which may be an extremely remote possi-
bility, should not be used in the determination of the maximum missile
impact area. On the other hand, simple failure or realizable com-
pound failure of certain components should be taken into consideration
to determine the severity of the range safety problem and consequently
the requirement for a destructive system in the missile. Perhaps one
of the most common failures is one which results in fully deflected con-
trols causing the missile to turn in azimuth, or backward toward the
launching area. The maximum area surrounding the launch site
within which the missile can impact {when a component malfunctions)
should be calculated to determine the need of the destructive system.
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11-7, SHIPBOARD AND UNDERWATER LAUNCHES

Twoveryimportant design agpects in designing missiles for launching
from ships or submarines are (1}space limitation and (2) motions of the
ship during both check-out and launching. In addition to these, pro-
tection to both the ship and personnel from rocket-motor blast effects
must be provided. For a particular type of missile configuration (air-
plane type where large wings are used to maintain sufficiently high
lift-to-drag ratio L/D for long-range flights) extreme care must '
exercised to assure a successful launch. The motions (piteh in partic-
ular) of the ship or submarine must be taken into account (if the
launching platform is not stabilized) in order to determine the exact
attitude of the missile at the end of the boost phase. This is particu-
larly eritical, since most missiles which fall into this category generally
fly close to their maximum C;. A slight change in attitude as the
result of ship motions could mean an aborted flight,

Experience and test results on launching ballistic missiles from
underwater are presently extremely limited. One of the main prob-
lems associated with underwater launeh is to assure that the missile
emerges from the water at an attitude compatible with the capabilities
of the guidance and control system of the missile. In addition, aero-
dynamic stability and control must be provided in order to steer the
missile back to the desired flight path. Extensive systematic tests
must be made with dynamically similar models to determine such
obvious effects as launch speed, attitude, and depth of the launching
submarine on the attitude of the missile when it emerges from the
surface of the water. The effect of sea state (roughness of the sea) '
should also be studied since it may be a major factor in determining the
trajectory of the emerging missile. Rocket-motor ignition for an
underwater-launched ballistic missile occurs When the missile has
attained sufficient cledrance from the surface of water to assure that
the rocket motor experiences no adverse back pressure such as would
be the case if the rocket motor were ignited while in the water.
Ignition of the rocket motor in this mode of launch may be achieved
effectively with a timer.

SYMBOLS
C, axial-foree coefficient
Cy lift coefficient

Cy normal-force coefficient
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F foree

M moment

My, moment due to aerodynamic surface malalignment
My moment due to thrust

Ry turn radius

8 reference area
Sy slant range

Smin minimum slant range for launch boundary

8, distance uged in launch-boundary determination
T thrust

Vg launch veloeity

14 weight

X distance along X axis shown in Fig. 11-4

Y distance along ¥ axis shown in Fig. 11-4

ho altitude required to turn

By terrain-clearance altitude

n load factor '

q dynamic pressure

£y by issile flight time :

At time lag between missile impact and commencement of air-

craft pull-out maneuver

o angle of attack

Yo initial launch angle

6 missile attitude

Subscripts

A axial direction

N normal direction

fs free stream

x, ¥,z about the X, ¥, Z axis system
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CHAPTER 12

FREE-FLIGHT DISPERSIONS

12-1. INTRODUCTION

Tn addition to the range safety considerations mentioned in Chap.
11, the dispersion characteristics of the missile during free flight are of
considerable importance from the standpoint of delivery accuracy of
the missile weaponsystem. Inthecaseofthe free-flight (uncontrolled)
short-range ballistic missile, the total dispersion results primarily from
the free-flight portion of its trajectory (the other causes are launcher-
aiming error, target-location error, etc.). In the case of a reentry
body of a long-range ballistic missile, the dispersion resulting from its
free-flight or terminal phase must be kept low in order to minimize the
requirements for an extremely accurate and expensive guidance sys-
tem to steer the missile (and its reentry body)to the prescribed point in
space prior to separation of the reentry body and its warhead. Even
in cages where terminal guidance is employed, the missile may fly a
limited uncontrolled or unguided trajectory just prior to impact.
Such oceurrences may take place as a result of loss of guidance due to
component malfunction, ground clutter, enemy countermeasures, etc.
Hence the dispersion characteristics of the missile during free flight
must be carefully analyzed before the effectiveness of the missile
weapon system can be accurately determined.

The following sections in this chapter deal with the problems of dis-
persion of short-range free ballistics during launch or boosting phase.
The problem of drift (dispersion) due to cross wind is treated in detail to
show the pronounced effect of the external-configuration design. In
addition, the dispersion-sensitivity factors for vacuum-flight condi-
tions simulating very-high-altitude reentry are discussed. Finally,
reentry body-design considerations are discussed from the standpoint
of minimizing free-flight dispersion as well as other pertinent.design
congiderations.

190
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12-2. BOOST PHASE

The primary sources of dispersion during the launch or boost phase
of flight for a free-flight ballistic missile consist of the following:
(1} launcher dynamics (i.e., launcher deflection, tip-off effects, etc.),
(2} launcher setting or aiming error, (3) variation in rocket-motor
performance, {4} thrust and fin malalignments, and (5) cross-
wind effects. Each of these effects will be treated in the following
sections.

1. Launcher Dynamics. Asdiscussedin Sec. 11-5, thelauncher
may deflect under the influence of rocket-motor ignition shock and
sudden thrust build-up. Since the launcher is generally considered by
the dynamics engineers as a complex structural system, particularly
one which is integral with a mobile vehicle, the exact nature and mag-
nitude of the launcher deflection are extremely difficult to calculate.
Hence experimental test data must be obtained by high-speed-camera
coverage of several actual missile Jaunchings to determine the amount
of the launch deflection under operating conditions. This information
can then be fed back into the analysis of the missile delivery accuracy,
Should the deflection prove to be intolerable, the launcher must be
modified or “beefed up” to reduce the magnitude of the deflection.
Since finite-length rail launchers are commonly used on unguided free-
flight missiles and rockets, missile tip-off off the launcher may oceur if
the front shoe leaves the rail prior to the aft shoe. The consequent
rotation under the force of gravity

is undesirable and may be elimi- % o= —
nated by designing equal launchrails =, T
with simultaneous fore- and aft-shoe  Sw 60— ]
releases. z 3 40 i =
2. Launcher Setting. Sinceit §° 20
— 0

is physically impossible to set the o & 10 15 20 25 30 35 30
launcher precisely at the desired RANGE~10® F T

angle, error in launcher setting is  pig. 12.1. Typical variation of
alwayspresent. Theseverity ofthe launch attitude with range.
error in launcher setting increases

at launch angles below and above the launch angle for maximum
range. Thisis readily apparent from Fig. 12-1, which shows the range
variation with launch attitude, For most short-range (i.e., say, less
than 30 miles) applications, the optimum launch attitude y,, is closer
ta 50° than to 45° obtained from drag-free consideration, For some-
what greater range applications where the ratio of total rocket-motor

4
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impulse to burnout weight is in excess of about 100, the angle for maxi-
mum range increases from 50 to approximately 65°, as shown in
Fig. 12-2. Ineither case, however, the (down-range) dispersion sensi-

tivity due to launcher-setting
240 error, defined as d.X/dy;, is zero
' at y; for maximum range and
increases (negatively) above and
below this optimum angle, as
shown in Fig. 12-3. The down-

Y,
/ range dispersion AX, due to
D

r
(=]
o
™~
[

o
o

launcher-setting is thus

: X
MPT%TED AXy = a Ay, (12-1)

=]
(=)

where Ay, is the error in launcher
‘setting in pitch. . The azimuth

]

(l)‘"IMPULSE TO BURNOUT WEIGHT RATIO, SEC
r
©

40 dispersion Ay, (due to azimuth
p launch-setting error) is simply
% 50 s0 70 80 ' AYy =X Ay, (12.2)

Yoprs OPTIMUM LAUNCH ATTITUDE, DEG.

Fic. 12-3. Effect of ratio J/Wg on
Yopt- ‘

where X is total range and Ay,

is the error in launcher setting in

A the azimuth plane. '

3. Variation in Rocket-motor Performance. Because of the

tolerances in rocket-motor design, propellant properties, manufactur-
ing, etc., the total impulse of the
rocket motor may vary over a range h
of a fraction of a per cent to several h
per cent depending on the operating  +
environment. Variation of rocket-
motor performance due to tempera-
ture variation in the propellant _ Y
(particularly in the case of most ’ AN
solid-propellant rocket motors) may \\
be.partially aceounted fof' by meas- . e 5o3540 50 60 90
uring the temperature inside the Y., LAUNCH ATTITUDE~DEG.
rocket r.notor. prior to launch. The . 1523 Typical variation of
uncertainty in temperaturé meas- range-sensitivity factor with range.
urement constitutes a source of

- dispersion. Perhaps the easiest method of determining this dispersion
is to (1) first calculate the effect on range due to variation in total

dX/d){
=
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rocket~gotor impulse I, (2) determine the range-sensitivity factor 0.X/
21, and (3) evaluate the effect of temperature on total impulse. The.
latter is generally furnished by the rocket-motor manufacturer. With
the above data, the range dispersion due to impulse variation AX; may
be calculated as follows:

AX, — Z_X Al (123)

where AJ is the impulse variation. Equation (12-3) may a.lso be
written in terms of propellant- temperature error a3

Xy = X0 \p ' (12-4)

BI ar

where oI /0T is determined from the rocket-motor basic performance
data shown in Fig. 12-4. In addltlon to the effect of temperature
variation, the rocket-motor 1m‘pulse
may vary from one motor to theésnext
for a given propellant-temperature :
condition. Therange dispersion due //
to this basic inherent tolerance may
also be calculated by Eq. (12-3)
abovey

4. Thrust and Fin Malalign- - reypepature oF PROPELLANT
ment. Perhaps the‘ mc).st difficult Fic. 12.4. Effect of propellant
parameter to determine is the mal- temperature on total impulse. -
alignment of the thrust vector and/
or aerodynamic surfaces. Results from static firings from many
rocket motors must be obtained in order to evaluate themagni tude and
nature of the thrust malalignment. In addition, numerous measure-
ments must be made on the aerodynamic fins to get a representative
statistical average of the fin malalignments. Since the direction of
these malalignments is generally random in nature, the dispersion re-
sulting from these malalignments is also random. Since no method of
compensating the effects of thrust or fin malalignments is available,
the designer must resort to methods of minimizing the dispersion due
to these effects.  One obvious method is-to hold the tolerances on the
rocket-motor and fin designs to an absolute miminum. However,
such design practice is generally extremely costly and hence is not ad-
hered to. Another method involves designing a missile with very
large static stability margin for the launch condition. This may be
realized by either locating the center of gravity relatively far forward

TOTAL IMPULSE
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of the center of pressure or putting large stabilizing fins at the aft end
of the missile. While the missile with this large static stability margin
is more resilient to any thrust or fin malalignment effects, it is also more
condueive to dispersion due to cross-wind effects since its weather-
cocking tendency is greatly inereased, as discussed in a subsequent
gection.

A practical method of partially nullifying the effects of thrust and fin
malalignments is by imparting a spin
to the missile at the instant of launch
and throughout its boost phase. This
initial spin may be produced either by
spin-jet rockets mounted on the mis-

CURVE '8’ sile or by using helical-rail launchers.

Spin rate or rolling velocity for the

CURVE "W anosor'g"  remainder of the powered (or un-

powered} flight may be obtained by

/ canting the aerodynamic stabilizing

/=-CURVE "W’ fins, The effectiveness of the initial

a m 20 gpin on reducing the dispersion due to

FLIGHT TIME~SEC thrust and finmalalignmentsis readily
apparent from the following sample
calculations:

Example: y; = 20°, X = 13,600 yd.

a. Lateral-thrust malalignhment = % in. from center of gravity

b. Angular-thrust malalignment = 0.00176 radian

¢. Fin malalignment = }2° (in pitch)

d. Fin intentionally canted to produce spin rate as shown by curve
A in Fig. 12-5.

The range and azimuth dispersions Az and Ay for the missile
launched without initial spin (eurve A in Fig. 12-5} are 1,300 and 125
yd, respectively. The resultant dispersion is thus [(1,300)% + (125)2]*%
= 1,305 yd. However, by imparting an initial spin rate of 11 radians/
sec through the use of a helical-rail launcher (shown by curve B in Fig.
12-5), the corresponding dispersious are reduced to 425 and 185 yd,
respectively, The resultant dispersion is hence reduced to 463 yd,
corresponding to a reduction of approximately 65 per cent.

5. Surface Winds. Inlaunching free-fiight ballistic rockets, the
magnitude and direction of the surface winds as well as winds aloft (the
latter are generally called ballistic winds) must be taken into account.
This is done by properly canting the launcher in elevation or in the
azimuth plane depending on the presence of either a head or tail wind

121

SPIN RATE~RAD/SEC

2

Fig, 12-5. Spin rate vs. time.
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or a cross wind. Since it is impractical to obtain an accurate wind
meagurement at or near the launch site, the inaccuracy in such meas-
urements results in an incomplete compensation for the presence
of surface winds: hence dispersion due to surface-wind effects is
realized.

From the standpoint of dispersion due to surface-wind effects, it is
desirable to Jdesign the missile with zero (or even a slightly negative)
stability margin (i.e., neutral stability). A highly statically stable
missile is undesirable since jt has a very strong tendency to weather-
cock into the relative wind and hence is more conducive to dispersion
due to surface winds. References 1 to 5 are recommended to the
readers for the mathematical and quantitatiyetreatments of the general
effects of wind and malalignments, as well as a discussion on the opti-
mization of these two effects on dispersion.

12-3. POWER-OFF FLIGHT

During the power-off trajectory of a free-flight ballistic missile,
dispersions may be caused by several factors which are discussed
below.

1. Variation in Missile Characteristics. Since it is generally
jmpractical to maintain the exact missile characteristics on all missiles
coming off the assembly line, the range of each missile will vary some-
what from the nominal range calculated for an “average” or “datum™
missile configuration. Hence this variation may be considered as a
dispersion over the nominal condition. Since the weight from one
missile to another may vary from a few to many pounds, the range
variation or dispersion may be readily calculated by getting a statisti-
cal average of this weight variation by the following relationship:

0X
AKX, = T2 AW 125
aw 12

where AX,; = range dispersion due to weight variation
8X|3W = range-sensitivity factor due to weight variation
AW = statistical average weight variation

Because of aerodynamic smoothness tolerances as well as rough-
handling effects in the field, the drag of the missile may also vary from
one missile to the next. This variation in drag characteristic may be
significant for the relatively long range flight conditions (i.e., near yopt
launch attitudes). This factor is rather difficult to assess. Hence
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intelligent guesses must be made ; they should be based-on past experi-
ence or data on this subject. Consequently the dispersion resulting
from this factor may be conveniently calculated as follows:

: 0X
AX, =" AC 12-6
b= 25 D {12-8)

D
where AX j, = range dispersion due to €, variation
0X/9C, = range-sensitivity factor due to C,,
ACj, = variation in drag coefficient

2. Variation in Atmospheric Density. During its power-off
free-flight phase, the missile trajectory is primarily a funetion of its
drag and mass characteristics (assuming still-air condition). Sincethe
drag of the missile is the product of Cp3p V2, the density of the atmos-
phere must be known or assumed. Meteorological data taken prior-to
launch may be subject to (1) error due to inaccuracy in the basic instru-
mentation and (2) changes in atmospheric condition between the time
the data were recorded and the time of launch. Hence theerror in the
determination of atmospheric density results in a- range dispersion
which may be calculated as

AX

_ X
" (%)
where AX, = range dispersion due to density variation

dX[9(%p) — range sensitivity due to density variation (generally

expressed as per cent density error)
A(%p)}= per cent density error

3. Drift Due to Cross Wind. The problem of evaluating the
missile dynamic response in the presence of cross winds during its
power-off (ballistic) flight trajectory may be conveniently divided into
two phases. A qualitative analysis will be presented first to clarify
the nature of its response characteristics. Then an analytical method
will be derived in order to evaluate this cross-wind effect quantita-
tively.

a. Qualitative Analysis. The mechanics of missile response (or
drift) due to cross winds may be conveniently illustrated by means of
Fig. 12-6. A constant forward velocity is assumed for the moment.
Figure 12-64 shows the plan view of the normal attitude of the missile
during its power-off flight. As it encounters a cross wind, shown in
Fig. 12-6 B, it weathercocks into the relative wind as shown in Fig.
12-6C. The rapidity with which the missile weathercocks of course
depends on the static stability margin of the missile in this flight con-
dition (positive static stability margin is assumed throughout this

A(%p) {12.7}
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analysis, i.e., the missile is statically stable at all times during its tra-
jectory). Itisseen from Fig. 12-6C that, at this instant, the missile
will be accelerated in the azimuth direction by the drag component
D, sin 8. Thus it is clear that, as
time elapses, the missile drift rate G
yp develops, as indicated in Fig.
12-6), and consequently reduces .
For a reasonably long flight trajec-
tory, a steady-state condition will
be sttained wherein the missile will
be drifting at the velocity of the
cross wind, as shown in Fig. 12-6E.
Obviously, in this steady-state con-
dition, the missile will experience no
unbalance of forces in the azimuth
direction and hence no acceler-
ation in that direction. The above
simplified qualitative analysis may
be summarized in terms of acceler-
ation #p and drift rate 4, with a
time history as presented in Fig.
12-7. The corresponding‘instants”
of conditions described above are
included in Fig. 12-7 for clarifi-
cation.

. D, SIN B B %!
D,,E* % \

OI"

(n) ¥
— X
DOT |
(E}

%

As the result of the above dis-
cussion, it is clear that a single-body-
mounted lateral accelerometer will
not sense acceleration in the azi-
muth direction since the only ex-
ternal driving force in the azimuth
direction is the aerodynamic drag
(component) which lies in the in-
sensitive axis of this accelerometer.

Fic. 12-6. Mechanics of drift due

(A} Undisturbed-
flight condition. (B) Instant of
cross-wind occurrence. ((') Missile
has weathercocked into resultant
velocity Vp. (D) Shortly after
occurrence of cross wind., (&}
Steady-state condition (i.e., missile
drifting with velocity of cross wind

to cross wind.

Yy = Yy

Hence a single accelerometer mounted rigidly within thé missile
airframe cannot be employed as a device to detect or compensate for
cross-wind effects.

b. Quantitative Analysis. The above section presented the quali-
tative behavior of the missile flying in the cross-wind condition. A
quantitative evaluation of the missile response is presented below for
calculating the drift dispersion due to cross winds.




198 MISSILE CONFIGURATION DESIGN

In the development of the method fer caleulating drift due to cross
winds, it is convenient to assume that the missile has already weather-.
cocked and commenced to drift, as shown in Fig. 12-6D. From Fig.

12-6 D), the acceleration of the mis-

y silein the azimuth direction # , may
g be written as

Fy = mjjp= Dysinf§ (12-8)

[T s, CprepV?S, Bq. (12-8)
b becomes

o) TME —= . _CDo%szSsinﬁ

=t " — © 12w
(b} ) (o) ¥p om (12-9]

{c)

Fic. 12-7. Summary of missile But f= sin~1 Yw — ¥p (12-10)
dynamir response to cross wind. Vg

where 3, is the drift rate of the missile and ¥V the resultant velocity
defined as -
Ve =&+ G — yp)* = V& + U’ + I — 2yip (12:11)

For most applications, £ is small and may be written as

. w =) 1219
pax S (12-12)

Hence Eq. (12-9) may be expressed as

_ GD.,PSVR(?W — ¥p)
2m

{12-13)

Yo
Since Vg ~ %, the forward speed of the missile, Eq. (12-13) becomes
_ CD.,PSS"?@W -~ ¥p)

¥p {12-14)
2m
Integrating ¢, from the limits of (3 ), to 4.,
Vp . ¢
f _%p_ _ 5 (Cp,pe) dt (12-15)
twph ¥y — ¥p 2"1 0
we get .
—In (% — ¥p) — [ — @plol == o f (€Cp,pe) &t (12-16)
1}
L .
or In [-”___’j" WP’O] - if (Cp,p) dt (12-17)
Yw — ¥p 2m Jo
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or dw — {Ipdo _ eﬂ%fg‘ (Cp pi) at (12.18)
?Jrf' —¥p

¢
In order to evaluate the missile drift rate ¢, the values off (Cp,pi) dt
0

and (¥ ), must be determined first. In most cases, however, ideal-
trajectory data (standard atmospheric trajectories with no wind or
malalignments) are available since these are basic data with which the
designer commences his design and analyses. Hence plots of (U5 pZ)
vs. time, such as shown in Fig. 12-8, can be readily made for most of

"
5 ke AT =1/4
o 8
w ]
I
% a T 4"‘
?

g U N
o

TIME —
~TIME OF FLIGHT~SEC
Fig. 12-8. Variation of Cp pi Fic, 12-9, Initial transient re-
with time. sponse of a typical statically

stable missile.

the flight conditions for which the drift dispersions are desired. By
simple graphical integration of the (U, p#) vs. time curve (Fig. 12-8),
the value of [ — (@ plel/ (¥ — ¥p) may be calculated vs. flight time
of the missile.

The only remaining term that needs to be determined in order to
calculate the missile drift rate §, is (). The term (35}, represents
the initial drift rate of the missile from initial missile transient due to
erogs wind. Schematically, the initial transient-response character-
istics of a typical stable missile are shown in Fig. 12-9 . Again, fora
statically stable missile with a reasonably high degree of damping, the
value of (3 ), may be approximated by the first quarter cycle of the
mnitial transient response as shown in Fig. 12-9, During this small
time interval Af the Mach number, ¢, and density can be assumed to be
constant. Hence the impulse due to this initial transient (from Fig,
12-6 B) is

YAt = Agiyy = Oyl 2oV 28 At (12-19)

Since Bo = Y
~
L%
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Eq. (12-19) becomes

m A == Cy, iy ¥pV 8 2 2 = i), (12:20)
-where 2/7 is the ratio of the area under a cosine curve to that for a

constant f, over the time interval At (or 7'j4). The period T shownin
Fig. 12-9 is related to the yawing-moment derivative C‘nﬁ, as

- 2WJ L (12-21)
c, ,aqu'
Hence the value of {(,,); may be expressed as
Cy dytpS
(iphy = 2227 [T (12:22)
2m c, 954 )

Therefore, once the initial conditions in which the cross wind is
assumed to occur are known, the value of (3 ,), can be readily calcu-
lated by Eq. (12-22). Consequently the drift rate of the missile 3 D

—
— w
L zﬂ
0 G
w
o
>
=
=
=
< 0
LN &
1
4,.,0
X, HORIZONTAL RANGE~FT FLIGHT TIME —=

Fic. 12-10. Ideal trajectory (no Fre. 12-11. Variation of g, and yp,
wind}). with time.

may be readily calculated from Eq. (12-18) for the entire trajectory for
any cross-wind conditions. The drift dispersion y , is merely the inte-
gral of the g, vs. time curve previously calculated. '

A sample calculation is presented in Table 12-1 for clarification, as
well as to facilitate future application of the method developed here.
The sample presented assumes a cross wind of constant magnitude
throughout the entire altitude range of the missile trajectory shown in
Fig. 12-10. For cross winds which vary with altitude, Eq. (12-18) is
still applicable if incremental altitudes and the average eross-wind for
these altitude intervals are used. The drift rate and drift dispersion
due to a constant cross wind of 20 fps (occurring at 4 sec after launch)
for this sample problem are shown in Fig. 12-11,
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4. Determination of Over-all Free-flight Dispersion. In
general, the dispersion of a free-flight ballistic missile is of the elliptical
pattern. The elliptical probable error is the probability that 50 per
cent of all missiles fired will fall within an ellipse defined by

.’172

y2
T+ ¥ —138 (12-23)
x 0-10‘

=1

where g, and o, are the standard deviations of error in the z and y
direction and may be expressed as

oy =Nt ot a4 (12-24)

o,=vo,2+a. a4 - (12-25) -

where o, , o, , etc., are the standard deviations of error in the z and ¥
direction caused by launcher setting, wind, malalignment effects, ete.
When the values of ¢, and o, are approximately equal, the error
between the elliptical probable error and the circular probable error
in defining the area in which 50 per cent of the missiles will fall is
negligible. The circular probable error (CEF) is defined as

CEP = 1.18V0,0, : (12-26)

12-4. DISPERSION:SENSITIVITY FACTORS IN VACUUM

Heretofore discussion has been fogused on the free-flight dispersion
characteristics associated with atmospheric trajectories. This pre-
supposes that trajectory data are available in order to assess these
dispersion characteristics. However, for some cases where no tra-
jectory data are available, it is desirable to estimate the order of mag-
nitude of the dispersions resulting from errors in several of the missile
trajectory parameters. In addition, it is important to determine the
relative importance of these trajectory parameters in order that proper '
emphasis may be placed on the more important components of the
missile system during its early preliminary-design phase. In the
following paragraphs, the dispersion-sensitivity factorsin vacuum con-
dition are derived and are based on (1) a flat earth, rectilinear coordi-
nate system and {2} a spherical earth, nonrectilinear coordinate
system.
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1. Flat Earth, Rectilinear Coordinate System. TFor rela-
tively short range flights whereby a flat earth, rectilinear coordinate
system may be assumed, the equations of motion of a point mass
in a vacuum are readily expressed
from Fig. 12-12.

#=V;cosf, (12-27)
4§ = Vyein Gy — gt (12-28)

Integrating Egs. (12-27) and
(12-28), we get

R
z= Vyeos Oy 4 C, (12-29)
F1e. 12-12. Definition of terms for 2
sensitivity-factor determination (flat . : _ g_i i
carth). y = Vg sin Gy 2 + €, (12-30)

From the boundary conditions,

=0,y=h, then €, = k,
t=0,z =10 then01‘=0

Substituting the values of €, and C, and Eq. (12-29) into (12-30), we .

get

ga®

=rtanfly — —2 1 12.31
Y * 2V lcostf,  ° ( )
Since x = Raty = 0, Eq. (12-31) becomes
gR® :
0= Rtanf, — + g (12-32)

2V 2 cos? 8§,

9 . 2 2
gt 2V sin By cos B)R 2V, cos? 4, -0 (12-33)
g g

2 .
= Wﬂ + Y0 005 /7 Foim? 8, + 2k,  (12-34)
g g

henece R
Since R is positive for B = 0°(i.e., B = V,V/'2h,/g), the negative sign
in the second term of Eq. (12-34) may be neglected. Thus Eq. (12-34)
becomes

Voisin 20y V,cos @
= — +
2g g

R 0V Esin? B, + 2gh, (12.35)
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The dispersion-sensitivity factors due to errors in velocity, altitude,
and missile attitude at missile cutoff, dR/9V,, OR/oky, and 0 R{d0,,
respectively, may be obtained by taking the partial derivative of R
with respect to Vg, ko, and 6, in Eq. (12-35). These dispersion-sensi-
tivity factors are ‘

OR _ Vysin 20, n 2 cos Og( Vo2 sin® §; 4 gho)

(12-36)
v, ¢ gV Vo2 sin? By + 2gh,
R _ __ Vyoosby (12.37)
dhy  /Voisin®f, + 2ghy

and
R _ V¢ cos 260(1 n Vg 8in 8 _ 2k, ¥y sin Oy
26, g JV2sin? 0, + 2ghy N Vo?sin® 8, + 29k,

‘ (12-38)

For 6, — 0° (i.e., free flight commencing at the apogee) condition,
the above expressions can be simplified as :

R=17V, {2 (12-39)
g
2hy
g
Ve

JR

— = 12-40
v, ( )
2R

S = 12-41
Ohy  +/20Ry ( )
gR V4t

o5 _ T 1242
%, 3 (12-42)

Although the above expressions are applicable only for the vacuum
{drag-free) flight condition, they are useful in that the order of magni-
tude of the dispersions as well as the relative importance of the various
trajectory parameters (i.e., Vy, ko, and 6,) may be readily determined.
The range and sensitivity factors for two actual flight conditions using
the drag of a typical missile configuration have been computed and
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compared with the values derived from Egs. (12-39) through (12-42)
below.

V4 = 1,000 fps, b, = 5,000 ft Vo == 1,000 fps, by = 10,000 ft
R = 16,500 {t (actual condition) R = 23,000 ft (actual)
= 17,700 ft (vacuum condition) = 25,000 ft (vacuum)
6R} = 1.60 ft/ft (actual) == 1.10 ftjft (actual)
5};; = 1.77 ft/{t (vacuum) = 1,25 ft/ft (vacuum)
aR} = 13.0 ft/fps (actual) = 17.8 ft/fps (actual)
-370 = 17.7 ft/fps (vacuumy) = 25.0 ft/fps {(vacuum)
BR} = 26.4 ft/mil (actual) = 25.4 ft/mil (actual)
a_go = 31.0 ft/mil (vacuum) = 31.0 ft/mil (vacuum)

2. Spherical Earth, Nonrectilinear Coordinate System.
For long-range ballistic flight trajectories such as those of the ICBM’s,
the dispersion-sensitivity factors for a vacuum (drag-free) flight condi-
tion may be readily determined from the simplified expression for
the range® [Eq. (4-43)] shown below,

_, sinfl cos 8,
1/P 2 — cos? 8,
where ¥, = V,/V, = ratio of cutoff velocity to satellite velocity
‘B, = angle of incidence ag shown in Fig. 4-16

Substituting V,/V, for V, and deleting the subscript f in 8, Eq. (12-43)
becomes

R = 2r, tan (12-43)

R — 27, tan-t —Snfcosl (12-44)
(V V)P — cos® 8

Taking the partial derivative of R with respect to V and 8, the disper-
sion-sensitivity factors become

oRr sin 6 cos B(V 2/ VE)
ov {1+ |: gin @ cos 0 j| }[(K)—coszﬂ:r
(V/ V¥ — cos® B \V

fcos®  —sin® ) - 2sin® 0 cos® ]
]2

(12.45)

and

dR 2r,

EEZ{H{ sin B cos 0 T}[
(V. V) — cos? 8

The values of the above sensitivity factors heve been computed for

[N

(12-46)
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the optimum cutoff attitude (see Fig. 4-145) for ranges of 2,000- and
4,000-nautical-mile ballistic-missile flight conditions. These values
are shown below to indicate the order of magnitude of these sensitivity

factors.  p o 300 nautical miles R = 4,000 nautical miles

8 = 37° f = 28.5°
V = 17,300 fps ¥ = 21,700 fps
v, = 25,900 fps V, = 25,900 fps
hg == 0 ft hy = O ft
re = 20.9 X 108 ft reg = 20.9 X 108 ft
oR R
— — 1,558 ft/fps 2 — 3,203 {t/ips
v /p v /ip
E = —2,990 ftjmil a— = —2,470 ftjmil
g0 ot

12-5. REENTRY-BODY DESIGN CONSIDERATIONS

One of the most important subsystems of a long-range ballistic-
missile system is the reentry body. Inview of the order of magnitude
of the dispersion-sensitivity factors due to errors in cutoff velocity and
missile attitude, §R/3V and 9R/d6 discussed in the previous section,
it is of paramount importance that the reentry-body configuration
must be designed which will result in the jowest possible free-flight
dispersion. On the other hand, it must also be optimized from other
design considerations, i.e., aerodynamic heating, mimimum structural
weight, reliability, ete.

In general, it is desirable to avoid the use of a guidance system in the
reentry body in order to minimize the cost of the missile as well as to
improve the reliability of the reentry-body subsystem. Hence, the
reentry-body configuration must be carefully designed in order that its
free-flight dispersion resulting from atmospheric disturbanees, ie.,
wind shears, cross winds, etc., 1s within the specification limits. From
the discussion in Sec. 12-3, it is apparent that a low-drag configuration
is desirable from the standpoint of minimum free-flight drift dispersion
dite to cross winds. Specifically, it is desirable to make the value of
¢ ,,8jm, commonly known as the “ballistic factor,” as low as possible
to achieve low free-flight dispersion due to wind effects. A low value
of ballistic factor has the added advantage that the impact M ach num-
ber for a given flight range is greater; hence the vulnerability to enemy
countermeasures is reduced. In addition, a reentry-body configura-
tion with a low ballistic factor minimizes the separation problem since
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the force required to separate the reentry body from its last-stage
booster is decreased or may be completely eliminated. In the latter
case, separation is achieved by the force of gravity simply by releasing
& olamp which holds the structures of the two bodies together during
their exit flight,. ’

While a low drag or ballistic factor is desirable from the standpoints
of free-flight dispersion, vulnerability, ete., the problems associated
with aerodynamic heating become more severe. Hence a severe
weight penalty may be imposed by the added material required to pro-
tect the reentry body during its terminal flight. At the present, the
two most feasible techniques used in combating this heating problem
are (1) the heat-sink method and (2) ablation. The former method
involves using a material which absorbs most of the heat generated
while the latter method involves using a material which melts or ab-
lates off during reentry. = QOther methods such as cooling the surface by
a liquid, alteration of the flow over the body by protruding spikes, or
magnetohydrodynamic are being investigated for possible future appli-
cations. The selection of the best method can be made only after a
thorough analysis of the magnitude and rate of heat transfer, the cost
and availahility of materials, etc.

In addition to the problems associated with the dispersion and
aerodynamic heating, consideration must be given to the dynamic-
response characteristics of the reentry body during its critical terminal
flight. In general, a reentry body without a control or guidance sys- -
tem must be statically and dynamically stable. Static stability is
required in order to prevent the reentry body from tumbling during its
entire terminal flight. Adequate damping is desirable since it reduces
the induced drag and hence its dispersion during its flight in the sen-
sible atmosphere. Inaddition, good damping characteristicsdecrease
the severity of the aerodynamic loading and heating during reentry.
Spinning the reentry body prior to its terminal flight into the atmos-
phere may be used to obtain stability and to nullify the detrimental
effects of aerodynamic out of trim. Readers are referred to the partial
list of reports (refs. 7 through 18) for detailed treatments of many of the
important aspects of reentry-bodv design.

SYMBOLS

Cp drag coefficient
C, yawing-moment coefficient
C, side force
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constants of integration

drag

drag at zero lift or normal force
foree : ’
rocket-motor impulse

moment of inertia about the X and Z axis
range of the missile '

reference area

period of oscillation

forward velocity

cutoff velocity

ratio of V,to ¥,
resultant forward velocity
satellite velocity

weight of missile

burnout weight of missile
range of missile

side force

altitude

body diameter

altitude

mass

“ballistic factor”
dynamic pressure

radius of earth

{flight) time

down-range (in X direction)
distance in the azimuth direction
drift rate

wind veloeity

angle of sideslip

launch attitude

_ air density

angle of incidence as shown in Fig. 4-16
standard deviations of error in the z and y direction

Subscripts

D

drift

pitch setting
azimuth setting
initial condition
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CHAPTER 13

POWER-PLANT-DESIGN CONSIDERATIONS

13-1. INTRODUCTION

Heretofore the discussion on missile configuration design has been
focused primarily from the aerodynamic standpoint. Since the power
plant constitutes a major component of the over-all configurationof the
missile, it is well to discuss some of its more important design aspects
and how it affects the configuration of the missile. The type of power
plant selected is primarily dictated by the type of mission the missile is
designed to accomplish. The selected power plant may be one of the
many which will be described in a later section. Its installation must
then be optimized from the standpoint of the over-all efficiency of the
erternal configuration. It may be installed as an integral part of the
main body of the missile, as in the case of a solid-propellant or pre-
packaged-liquid rocket motor, or it may be pylon-mounted, particu-
larly in the case of air-breathing power plants. For certain missions,
it may be advantageous to use a combination of an integral rocket or
‘pylon-mounted power plant and an external droppable booster. The
optimum installation can be made only after a thorough analysis of the
problems involved has been made.

13-2, TYPES OF POWER PLANT

There are a great variety of propulsive devices ranging from the
time-tested, reliable reciprocating engine to the more recently devel-
oped air turbo rocket. Each of these power plants has its advantages
and disadvantages as-well as limitations regarding its applications.
Categorieally speaking, it can be gaid that all air-breathing engines are
limited to operation in the lower atmosphere whereas rocket engines,
which carry their own oxidizer, may be used at all altitudes. Thus, for
altitudes below approximately 20 miles, both rockets and air-breathing
engines may be used whereas, above this altitude, only rockets may be

: 211




212 MISSILE CONFIGURATION DESIGN

considered. From the standpoint of efficient operation, the velocity
ranges are considered for the following types of power plant:

Mach No. range Propulsion system
0 to0.7 Piston engine and propelier
0.5 to 0.8 Turboprop
0.7 to 2.5 Turbojet
" 2.0 and 4.0 Ram jet, air turbo rocket, rocket
4.0 and up Rocket

1. Reciprocating Engine. The four-stroke-cycle spark-igni-
tion engine is probably the simplest in principle of all prime movers.

INTAKE VALVE
XHAUST VALVE
( sE

A e
| * . |
0 ;
o | 1

A i

INTAKE COMPRESSION POWER EXHAUST
Frc. 13-1. Four-stroke-cycle reciprocating engine.

Asshownin Fig. 13-1, a piston reciprocating in a cylinder draws a mix-
ture of fuel and air in through the intake valve during its downward
stroke and compresses the mixture on its subsequent upward stroke.
An electric spark then oceurs, which
\ ignites the gas mixture, releasing
chemical energy in the form of heat,
which in turn causes a substantial
increagsein pressure. Thisincreased .
~ pressure forces the piston down-
. I -« ward, delivering mechanical power
INTAKE COMF.POWER EXH. ~ to the crankshaft. When the pis-
F16. 13-2. Pressure and temper-  ton reaches the bottom of the
ature as function of stroke—four- cylinder, the exhaust valve opens to
eyele reciprocating engine. : allow the burned gases to push out on
the exhaust stroke. Figure 13-2 shows the pressure and temperature
characteristios of the fuel-air mixture as a function of piston travel.

q [/
HY
IR
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The reciprocating engine has the advantage of very low specific fuel
consumption and relatively high static power. These favorable char-
" acteristics make this type of engine far superior to any other type of
engine for relatively low speed and low altitude operation.

2. Turbojet. The major components of & turbojet engine are the
compressor, combustion chamber, and the turbine to drive the com-
pressor as shown schematically in Fig. 13-3. Atmospheric air enters
* the diffuser, whereit is partially compressed toreduceits velocity. As
it passes through the compressor, its pressure is raised to several times

PROPELLER

COMPRESSOR
: COMBUSTION

COMPRESSOR . 1 CHAMBER
COMBUSTION (TUREINF_
(CHAMEER /TURBINE - === i >:j

= L6 N “'> Ll _i(—)\_

G 5L ) 1

Fi1a. 13-3. SBchems of a turbojet. Fia. 13-4. Schema of a turboprop.

its original value. The temperature also increases appreciably. Be-
tween the compressor outlet and the combustion chamber, the air
undergoes a slight diffusion. In the combustion chamber, heat-is
added to raise the energy level of the gases. Although the process of
combuation is essentially a constant-pressure procesd, a slight pressure
loss occurs because of friction and momentum changes. From the
combustion chamber, the hot gases are expanded through the turbine,
which extracts just enough energy to drive the compressor and to over-
come bearing friction. The gases then flow through the exhanst
nozzle to increase the kinetic energy and obtain thrust.

3. Turboprop. Thisengine is practically identical to the turbo-
jet. 'The differences are primarily due to the manner in.which the
generated power is used. Where the principal function of the turbo-
jet ia to produce thrust in the form of an exhaust jet, the turboprop
uses most of the energy of the gases to drive a propeller, as shown in
Fig. 13-4.

4. Air Turbo Rocket. This type of engine, which combines the
essential features of both the turbojet and rocket, isin the development
stage. A gas generator, using ethylene oxide as a monopropellant,
produces gas which exhausts through a turbine, which in turn drives a
single-stage axial-flow compressor as shown in Fig. 13-5. JP-4 fuel is
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introduced and burned downstream in what iz essentially an after-
burner. Thrust is obtained from both the JP-4 air mixture and the
gases from the ethylene oxide reaction. This engine would have the
advantage of being capable of operating at very high Mach numbers
(up to 4.0) and yet producing a high thrust at static sea-level condition.
The chief disadvantages are (1) very high fuel consumption and (2)
high vapor pressure.

5. Ram Jet. The most important feature of a ram-jet engine is
that it has no moving parts in the engine proper. For this reason, it

COMPRESSOR
GAS GENERATOR

TURBINE

EXPANSION

"- COMPRESSION*COMBUSTEON\-%\- .
—

FLAME

COMBUSTION CHAMBER FUEL

AND/OR AFTERBURNER INJECTIGN HOLRERS
Fie. 13-5. Schema of an air turbo. F16. 13-6. Schema of a ramjet.
rocket.

is simple, easily fabricated, and relatively inexpensive. The basic
components, as shown schematically in Fig. 13-6, are an inlet, a com-
bustion chamber, and a nozzle. The operating cycle is basically simi-
lar to other jet engines, i.e., compression, burning, and expansion.
Entering air is diffused as it flows to the burner section. Fuel is in-
jected and burned. The hot gases are then expelled at high velocity
through the nozzle to develop thrust. This type of engine is a continu-
ing burning device operating with a continuous flow of air. Hence a
ram-jet-powered vehicle must have an initial velocity before the ram
jet can operate. Since the compression ratio and hence power output
increase with speed, the ram jet is generally used only for flights at
relatively high supersonic speeds.

6. Rocket. The rocket is technically ajet engine. Itdiffersfrom
the air-breathing type in that it does not depend upon the atmospheric
air as an oxidizing agent. Both the fuel or propellant(s) and the oxi-
dizing agent are carried within the rocket motor. The propelling
action is derived from the generation of large quantities of gases by the
chemical reaction of propellants within the cembustion chamber.
These gases are expelled with supersonic velocity.

For sustained or intermittent operation over relatively long periods
of time, the liquid-propellant rocket is generally used. The duration
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depends primarily on the quantity of fuel available. The operating
pressures are lower than those employed by the solid-propellant units
(300 to 750 psi as compared with 1,500 to 3,000 psi). Because of their
reliability and handling characteristics, etc., the solid-propellant units
are becoming more “‘popular” in filling the bill that has normally been
filled by the liquid-propellant rockets. Design considerations for both
liquid- and solid-propellant rockets will be presented in a later section
of this chapter.

13-3. FUNDAMENTALS OF ROCKET ENGINES

1. Principles of Rocket Propulsion. Rocket propulsion is one
form of jet propulsion which involves forward thrust or motion due to
rearward ejection of high-velovity gases or fluid jet. The principle of
jet propulsion is based on Newton's third law of motion, which states
that for every action there is an equal and opposite reaction. Ina
rocket engine, the force of the momentum of the rearward ejection of
hot gases imparts a reverse or forward thrust to the engine.

2. General Equations. In the guantitative analysis of the
performance of a rocket engine, it is generally assumed that the chemi-
cal reactions in the combustion chamber are in the state of thermo-
chemical equilibrium. This assumption appears to be quite valid
except where high-energy fuels are considered. For the latter type of
fuel, the exact nature of their thermochemical reactions has not been
completely determined. Because of the strong possibility of ioniza-
tion and recombination in the products of corhbustion in the nozzle and
downstream of the nozzle, an exact determination of the performance
of a rocket motor using these high-energy fuels cannot be easily made
by theoretical analysis. Hence experimental means involving static
firings, etc., must beemployed. Another important assumption made
is that the flow within the rocketengine is isentropic. This assumption
is generally valid as long as the nozzle is designed so that the gases
undergo a full or underexpansion at the exit of the nozzle. A condi-
tion of full expansion is one in which the gases have been expanded
from a high pressure from the combustion chamber to a pressure at the
nozzle exit equal to the ambient. A condition of underexpansion is
one in which the exit pressure of the gases is higher than the ambient
pressure. The assumption of isentropic flow for a condition of over-
expansion {exit pressure less than ambient pressure) may be completely
unjustifiable, particularly when the ambient pressure is very much
greater than the exit pressure of the gases because of flow separation
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and shock formation within the nozzle. However, with careful design
practices, the above assumptions may be used in the quantitative pre-
diction of the performanee of the rocket engine.

The thrust of a rocket engine isthe résultant pressure of forces acting
upon its outer and ‘inner surfaces and may be expressed ag

T =L P, 44, +L p;d4, - (13-1)
where T'= thrust ’ :
P, = outside or ambient pressure
P; = ingide pressure
4, = axial or x component of wall of rocket engine
From Fig. 13-7, the value of the first integral is

f 2, dA:u = —per (13'2)

where 4, isthe exit area of the nozzle. ~ From the momentum theorem,
which states that the integral of all the pressure forces acting on a
mathematical closed surface is equal to the momentum flux through
the surface, the second integral may be written as

fp dd, — | p,dd, = M, (13-3)
i e

where p, = pressure at the nozzle exit
M, = momentum flux in the axial direction and may be written
as

J‘Pya:z dd,
Hence Eq..(13-1) becomes ’
T :fpvf A, —}—fpe dd, — pA, (13-4)
: ey LW |
Since pVRdd, =27V, (13-5)
€ g
a,nd ) fpc dAa: = .paAa (13'6)
Equation (13-4) becomes
or =Bl (13)
g

where W, = propellant-weight flow rate
V; = exit velocity of exhaust gas
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In the above derivation it was assumed that the exit velocity is
parallel to the direction of the thrust. For nozzles with a large diver-
gence angle « as shown in Fig. 13-8, a divergence coefficient A must be
applied. The value of 4 is defined as®-*

1 — cos 2«

= 1) 13-8
41 — cos a) i % cos ( )

and is plotted in Fig. 13-8. ‘Hence Eq. (13-7) becomes
12 ¥els y p —pa, (13-9)
g

" From Eq. (13-9), it is seen that for a fully expanded (or design} con-
dition the term (p, — p,) is equal to zero. For underexpansion, the
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F1a. 13-7. Pressure forces. Fic. 13-8. Divergent coefficient
va. divergence angle.

value of thrust is increased by the amount (p, — p,)4,. Thus, for
operation at altitudes above the design altitude, the nozzle and hence
the rocket engine becomes more efficient. Conversely, below design
altitudes, the rocket engine is less efficient.

The thrust coefficient is often used as & measure of performance of
the nozzle or the expansion process in the nozzle and is nsed as follows:

T = Cpp.A4, (13-10)

where Cy — thrust coefficient
P, = chamber pressure
A, = throat area of nozzle

* Superscript numbers indicate references listed at the end of the chapter.

‘——'—_“
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From relationships derived for isentropic flow through'a converging-
diverging {DeLaval-type) nozzle, the thrust coefficient may also be
expressed as

(y+13/y(=1) (r—1)/y _
Cp _J ( ) [1 — (p—) } + 2P 13y
7y 1 ¥ +.1 P A

V2P t
The values of O for condition of full expansion (p, = p,} for various
values of ¥ and p,/p, have been calculated and are presented in Fig.
13-9.
Another useful expression involves the area ratio (defined as ratio
of thrpat area to exit area of the nozzle) required for complete or full
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Fic. 13-9. Thrust coefficient vs. Fra. 13-10. Variation of 4,/A, with
p,{p, for + arious y’s—full-expansion p,/p, for various y’s——full-expansion
condition. condition.

expansion. This ratfo may be expressed as a function of y and p,/p,
as follows:

A _ (?'—i— l)uw;n‘( )1nJV + 1[ (&)(v—l)/)]] (13.12)
Ae 2 . P, Y — 1 Do

Values of 4,/A, for various values of y and p,/p, are shown in Fig.
13-10
Other equations and definitions which are useful in rocket-motor
performance analysis are (1) fuel specific impulse, (2) over- -all specific
impulse, (3) total impulse, and (4) characteristic velocity. The fuel
specificimpulse 7, is defined as the ratio of total impulse to fuel weight
and may be expressed a8 0
f Tdt
o I

W, F " sec {13-13)

where #, = total burning time of ratket motor

1y, =
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It may also be expressed as
T o 1
I, = 7 so¢ (13-13a)
The over-all specific impulse I, is defined as the ratio of total impulse
to total motor weight and is expressed as '

iy
[“ra
I, =1:0

’ W

m

P

sec (13-14)

where W,, = total rocket-motor weight (propellant plus inert weights)
The total impulse 7 is defined as the integral of the thrust vs. burning-
time curve and is expressed as

[
I =f Tdt Ib-sec {13-15)
o

The characteristic velocity C'* is a measure of the efficiency of the pro-
pellant of the rocket motor and is defined as

ox = Vi _gpd: (13-16)

Cop 14

b

13-4, ROCKET-MOTOR-DESIGN CONSIDERATIONS

The selection of either a liquid- or solid-propellant rocket motor is
perhaps one of the most complex problems a designer must solve before
an optimum missile configuration and weapon system can be realized.
Each type has its advantages and disadvantages which the designer
must consider in detail before a compromise can be made, The
following sections are devoted to a discussion of some of the various
design aspects associated with each type in order to provide a fuller
appreciation of the problems invalved, _

1. Liquid-propellant Rocket Motor. Until recently, liquid
propellant rockets have been used exclusively to propel such vehicles
ag ballistic missiles, high-altitude-research vehicles, and ICBM’s. The
emplayment of liquid rockets was long undisputed because:

a. It was the only type of propulsion system far along in its devel-
opment that could ensure, with some degree ¢f reliability, long dura-
tion of sustained or intermittent operation.

b. It can provide thrust-vector control with relative ease by gimbal-
ing of the thrust chamber.
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However, with the advent of solid-propellant rocketry in recent
years, parts of the above which used to be characteristic of liquid
rockets have been largely nullified. The details of solid rockets are
discussed in subsequent paragraphs.

A liquid-propellant rocket gystem generally consists of the following:

a. One or more tanks to store the propellants—depending on the
type of propellants used {monopropellants or bipropellants)

b. A feed mechanism for foreing the liguids into the thrust chamber

¢. A power source to furnish the energy required '‘by the feed
mechanism

PUMP

CONTROL
FUEL == VALVE
- COMBUSTION

CHAMBER NOZZLE

Fic. 13-11. Schema of a liquil-propellant rocket motor.

i

d. A control device for regulating the propellant flow rates

¢. A chamber for combustion :

J- An expansion nozzle

A typical liquid system is schematically shown in Fig. 13-11.

One of the most attractive features of a liquid-propellant rocket
motor is that the motor may be throttled, stopped, and restarted dur-
ing missile flight. Hence it is relatively simple to program the thrust
desired for a given mission. In addition, the specific impulse of liquid
propellant is generally higher .than that of a solid propellant. Gim-
baled nozzles and thrust chambers are practical on this type of motor
for thrust-vector control. Another attribute of a liquid-propellant
rocket motor is that regenerative cooling of the nezzle using its own
fuel supply is feasible and practical. Liquid-propellant rocket motors
also offer good (range) growth potential by increasing the volume of
the fuel tanks. i ,

Because of the more complex nature of a liquid-propellant rocket-
motor system, it is inherently less reliable and generally more costly.
Despite the highér values of fuel specific impulse, the additional weight
due to auxiliary devices such as pumps, valves, and fuel lines may re-
‘sult in an over-all specific impulse equal to or less than that realized on
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asolid-propellant rocket motor. Sloshing of the liquid fuel may create
a dynamic problem unless suitable baffles or pressurization are pro-
vided. Finally, the fuel-handling problems including the toxic effects
on personnel and the long count-down to get the missile to firing status
may be highly undesirable for most missile weapon systems. This un-
desirable feature is presently amelioriated through the development of
“prepackaged’ liguid-propellant rocket motors? which eliminate the
long count-down and can be stored in the “ready’” state.

Presently, “prepackaged” liquid-propellant rocket motors have
been restricted to total impulses in the neighborhood of 50,000 1b-sec
and below. Additional development is necessary to prove their
design feasibility for the higher total impulse required for long-range
ballistic missiles. The “prepackaged’ liquid-propellant rocket motor
is relatively simple since it requires no pumps, valves, etc., which are
required for other liquid-propellant units. A solid-charge propellant
gasgenerator within the motor provides the pressurization which forces
the liquid propellant into the combustion thamber. .

2. Solid-propellant Rocket Motor. A typical solid-propellant
rocket motor is schematically shown in Fig. 13-12. The principal
components of this type of motor

are; IGNITER
) PROPELLANT NOZZLE
a. Propeliant grain L /
b. Chamber EZ s /
¢. Nozzle s -
d. Igniter COMBUSTION CHAMBER

. R . Fie. 13-12. Schema of a solid.pro-
The grain configuration of inter- pajan rocket motor.

nal burning varies greatly and is
governed by the desired thrust-time history. 1In general, regressive
burning (thrust decreases with time) is desired to keep the axial g of a
missile to a minimum. However, many other factors are involved in
the final selection of the thrust-time history or grain configuration.
Some typical grain configurations used are shown in Fig. 13-13 for
various thrust-time histories.

Solid propellants are composed of solid mixtures of an oxidizer and
a eombustible fuel. Presently, there are two general types of pro-
pellants: double-base and composite. Double-base propellants con-
“sist essentially of nitrocellulose colloided with nitroglycerin. ‘The
composite propellants consist principally of crystalline oxidizer (an
inorganic salt such as potassium perchlorate, ammonium perchlorate,
or ammonium nitrate) and a polymeric binder such as synthetic rubber,
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plastic, or polystyrene. These propellants may be either mechanically
extruded or east into the proper grain geometry such as those shown in
Fig. 13-13.

The art of designing solid-propellant units has been significantly
advanced over the past decade, so that this type of rocket motor is now
highly competitive with liquid-propellant units. Development in
golid propellants together with technological advances in high-strength
inaterials result in the attainment of very high values of fuel specific

)

T —

" END BURNING

t —

@
120 @
&

INTERNAL BURNING t—
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¥16. 13-13. Propellant grain configurations. (A) End- and internal-buring
motors. (B) Various thrust histories.

impulse and motor mass fractionor over-allspecificimpulse.” Further-
more, with the inherent simplicity due to the elimination of moving .
parts such as pumps and valves, solid-propeltant rocket motors have
been considered and used on practically all types of missiles. Logistics
is another consideration which favors this type of rocket motor very
heavily. : _ :

Recent development has indicated that thrust termination can be
effected by, nozzle blow-out or by blowing out ports in the forward sec-
tion of the combustion chamber. By this means the chamber pressure
can be reduced below that required for sustained burning and hence
terminate the thrust. Careful design must be made in order that
random’ reignition does not occur once burning is stopped. The
accomplishment of thrust termination and vector control (jet vanes
and jetavators) paves the way for application of this type of motor
to ballistic missiles which require thrust cutoff for different range
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missions. It has been shown (see Sec. 12-4) that an error in the buen-
out velocity has a large detrimental effect on the accuracy of the bal-
listic missile. Hence it is important that thrust termination of the
propellant iinit'be aceurately accomplished and with a good degree of
repeatability from one motor to another.

Several undesirable features aré present in the solid-propellant
rocket motors. One of the most outstanding of these is that the unit
cannot be throttled or restarted once it has been shut off, Another
undesirable feature is that foi certain types of solid propeliants the
temperature senisitivity may be very high. Since most missile weapon
systems are designed to operate over a wide range of temperature con-
ditions (usually from 65 to +160°F), the propellant must with-
stand the stresses imposed by temperature changes without cracking.
In addition, the rocket motor must ignite and fire successfully within
these temperature limits. High temperature sensitivity leads to un-
duly high chamber pressure at elevated propellant-grain temperatures
and hence results in heavier motor casing. In general, the low-
temperature conditions result in the most eritical operating condition
wherein the propellant grain may crack and cause erratic burning or
explosion. Consequently heating blankets are frequently used on
units using propellants with undesirably high temperature sensitivity.

Another poor feature in the-use of solid-propellant rocket motors is
that they generally incur a velatively large shift in missile center-of-
gravity Jocation between the launch and burnout condition. This
may be undesirable for those missiles which require high maneuver-
ability after motor burnout. One such example may be a short-range
air-to-air missile which uses a solid-propellant unit to accelerate to
speed and then coasts the remainder of the way toward the target.
Since a forward center-of-gravity movement increases the static sta-
bility margin of the missile, the maneuverability of the missile is
decreased (see Sec. 6-4). The large center-of-gravity shift between
launch and burnout condition may be minimized to some extent by
locating the main part of the rocket motor as close to the missile center
of gravity as possible. Insuch an arrangement, a blast tube connect-
ing the main combustion chamber and nozzle is required and incurs
both a weight penalty and loss in motor efficiency. In many cases, it
may be necessary to attach the propulsion unit at the aft end of the-
misgile. In these cases, the large center-of-gravity shift may dictatea
configuration which is statically unstable at launch in order that suffi-
cient maneuverability can be obtained for the burnout center-of-
gravity condition.




224 ~ MISSILE CONFIGURATION DESIGN

In preliminary design, it is often desirable to lay out the approximate
dimensions of the rocket motor in order to determine the over-all
dimensions of the complete missile configuration. The pertinent data
involved are the value of total impulse and thrust level required for the
missile system.

a. Determination of Propellant weight. The propellant weight is

determined by Eq. (13-13) or
I

W, I _ {13-135)
The value of fuel specific impulse depends upon the type of solid pro-
pellant selected. The propellant chosen must be compatible with the
following requirements: (1) desired value of I,,, (2} burning rate, (3)
temperature sensitivity, (4) operating pressure, and (5) cost and
availability (see Table 13-1).

b. Determination of Propellant Length. For an end-burning (ciga-
rette-type) grain design (see Fig, 13-13a), the length of the propeliant
may be calculated as follows:

J— 4WP

wd®p

! (13-17)

where I, = length of propellant for end-burning grain design
d = diameter of propellant (may be assumed to be diameter of
missile if rocket motor is integral part of missile)
p = density of propellant (approximately 0.06 Ibjeu in. for
most propellants) .
The volumetric loading, defined as the ratio of propellant volume to
total combustion-chamber volume for this end-burning grain design,
is one. For an internal-burning grain design such as that shown in .
TFig. 13-13a, the volumetric loading isless than unity. Theexact value
is a funotion of many variables, including chamber pressure, type
of propellant, and velocity of gas flow past the propellant surface.
For preliminary analysis the value of 0.85 appears to be reasonable.
Hence the length of the propellant for the internal-burning grain
design may be approximated as
=L .
b= (13-17a)

where I, = length of propellant for an internal-burning grain design
The variation of propellant length with propellant weight for various
missile diameters is shown in Fig, 13-14. o
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¢. Determination of Nozzle Length. The length of the nozzle is a
funetion of several variables including thrust level, chamber pressure,
and design eperating altitude (or expansion ratio). As a first crude
approximation, the length of the nozzle may be assumed to be between
30 and 35 per cent of the propellant length, For a more accurate
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F16. 13-14. Variation of propellant length with propellant weight. (4) Large
motors., (B} Small motors.

approximation, the length of the nozzle may be determined analyti-
cally. To determine the nozzle length analytically, certain assump-
tions must be made. These are:

. Chamber pressure p,

. Specific-heat ratio of the propellant y
Exit pressure of the nozzle p,

Half convergence angle £

Half divergence angle «

¢ o

If the type of propellant is not specified in the preliminary design
study, a low operating pressure should be chosen in order-to minimize
the weight of the thrust chamber. On the other hand, if too low a
pressure is assumed, the fuel specific impulse may be unduly compre-
mised. For motor casings which must carry large external loadings
(such as those from aerodynamic wing or tail surfaces) the thickness of
these motor cases will be governed by the external loading conditions.
Insuch cases a high chamber pressure should be used in order to realize
higher values of fuel specifis impulse. . . The specific-heat ratio y varies
from propellant to propellant depending upon composition. However,
the value of y varies from 1.10 to 1.25 for most propellants. For
optimum efficiency, the nozzle exit pressure p, is assumed to be equal
to the ambient pressure p, at the design altitude.
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Liguip
Best i Bulk density |  Specifle
oxidizer Theoretical A‘;Brﬁ:r at 80°F tmpulse at-
fuel combustion Ratio of l\lvlglef\t of | Dropellant 4 P a
Fuel Oxidizer mixture | tempersiure | Fpecific | welabt of | oopingtion | (sea-lovel
ratio deg. F heats roducte | temperature |  expansion,
{by weight) ¥ glem! sec)
Ammonla Chlorine trifizoride 3 4980 1.32 22 1.26 238
Ammonla Fluorine 3 7270 1.33 19 1.16 300
Ammonis Fluorine (50%} 2.8 6540 1.32 1¢ 1.15 200
und nitrogen tri-
fluoride (50%)
Ammonia ON 70308 2.1 4000 1.23 2§ 1.03
Ammonia Oxygen 1.3 4940 1.23 19 0.88 255
Ammonia RFNA (22% NOy) 2.15 4220 1.24 21 1.12 230
Butyl mercaptan Nitric acid (95%) 4 4780 1.22 27 1.28 220
Diborane Fluorine & 7880 1.3 21 1.07 270
Dlethylenstriamine Oxygen 15 6500 1.24 21 . 1.06 245
Diethylenctriamine and [ Oxygen 25 8000 1.22 22 245
razine
Diethylenetrlamine RFNA (22% NOy) 3 5250 1.23 24 1.38 240
{80%) and :
methylamine (20%)
Ethyl aleohol (92.5% Oxygen 1.5 5400 1.21 23 0.98 232
obsclescent) .
Ethyl aleohol {75%) and| Oxygen 1.3 5150 1.22 23 0.99 226
water (obsoleacent}
Ethylene diaml_ne Oxygen 1.4 6000 1.23 16 1.04 250
Ethyldne oxide ON 70308 2 5730 1.24 24 1.14
Ethylene oxide Oxygen 1.1 5750 1.24 2% 0.99 216
d- .
Hydrazine {(anhydrous} | Chlorine trifiuoride 2.5 6000 1.33 23 1.46 256
Hydrazine (anhydrous) Fluorine 2 7740 1.83 19 1.3 200
Hydrazine (anhydrous) ©  H,0, {90%) 15 4170 1.25 18 1.2 246
Hydrazine {anbydrous} | H;0, (80.6%) 1.7 4600 1.22 19 1.24 255
Hydrazine (anhydrous) Nitrogen tetroxide 1.1 4050 1.26 19 1.2 250
Hydrazine (anhydrous) Oxygen 0.75 5370 1.25 18 1.06 266
Hydrazine (anhydrous) Oxygen difluoride 1.1 6380 "1.28 18 1.2% 260
Hydrazine (anhydrous) RFNA (156% NOy) 1.3 4980 1.25 20 1.26 247
Hydrazine (anhydrous) Tetranitromethane 1.4 5250 1.27 20 1.20 228
Hydrogen (max 1sp) Fluorine 9,427 81400 1.81 10 0.48 380
3.8 4600 1.30 7.8 0.27 380
Hydrogen (max [sp)? Oxygen 87 5870 1.22 16 0.43 380
!
1 8.5 4500 1.26 9 0.26 348
JP-4 Fluorine 2.9 7100 1.22 24 1.1g 275
JP-4 . Hy0, (99.655) 6.5 4830 12 22 1.28 238
i
JP-4 (ML = 8.85) | Oxygen 2.2 5880 1.24 22 i 0.9% 240
A (UL = 6) " Oxygen 2.3 5770 124 | 22 0.98 247
114 ! Oxyen (70%) 2.3 5850 i2s g2 104 252
I and vznne (36%) i N
ab-3 i Oxyuen (30%) 2.3 6180 1.23 | 21 1.08 257
el oxone {709%)
I P Lpene 2o 6380 1.25 21 1.14 280
JI4 RFNA (227 NO,) 4.1 5150 1.23 | 25 1.3 228
i
i )
. o _ i
Keragene H, 0k £5495), 0 4270 1.2l : Fg 1.34 228
nchinm nitrate t i
(40%,), ancd 11,0 | .
(GY%) |
Krposene Oxygen 242-2.5 L2t H 1.24 22 0.99 240
Motlylocetylene | Oxygen 2 w0 | 1er | w2 0.93 237
* !
i i
Merhylamine i Oxyucn 1.8 560 122 | 20 0.91 248
| j

* Reproduced by permission from Conover-Mast Publications, Inc., © April, 1959.
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RocEET PROPELLANTS

PROPELLANTS
Cost per 1b Handling hazard! Coolant qualities Best container Storabllity
P iIdeal use 2 a material®
Fuel {Oxidizer Fuet Oxidizer Fuel | Oxidizer Fuel Oxidizer Fuel | Oxidizer
$0.04 | $3.50 Small, kigh- Some Dangerous Tair to | Unknown All Mild S, | Fairte | Falr to
performance re- poor 83 347 poor poor
search rockels )
0.04 6.004 Super]ierrormnnca Some Dangerous Fair to | Very poor All Al, 88 347 Fmr to = Fair to
. o0or | MOT
0.04 Supprperformance Some Dangerous l};lr to | Unknown All Al, 88 347 Fair to | ngr w
vehicle ! poor poor |
0.04 Some ' Pair to All Fairto -
i poor | L _poor !
0.04 0.05 Rocket alrcraft, Some Some Fair to All Al, mild %, | Fair to * Falr to
small missile PpooT 58 347 poor [on o
0.04 0.11 IREM, rocket Some Dangerous Fairto ' Good All Al, 88 347 | Fair to ood
alreraft poor | poor
$0.20 | $0.10 Some Dangetous | Unkoown |  Good 88 347 | AL 88847 1 Good Good
$6.00¢ | Long-range Dangercus | Fair to Very poor All Al, 83 347 J‘ Good | Fair to
medium-gize poor poor
rocket i )
0.18 0.05 Large nonproduc- None Some Good Very poor®| Al Al, mild 8, § Gooed | Fair to
tlor missiie 85 347 poor
Short-range liquid None Some Good Very poor All Al, mild 8 | Good | Falr to
rockeis 00T
0.18 0.11  Gas generator None Dangerous | Good Good Ail Al 88 34? i Goed ood
i !
$0.15 | $0.05 I Roeket aircraft, XNone Joms Good Verypoor®| All 1Al mildS,! Goed | Fairto
! general-purpose 1788 34 pooT
.12 0.05 High-altitude None Some Good All Al mild8,; Good | Fairto
rocket (Viking) 83 347 poor
.25 0.05 Superperformance [ Unknown Some Geod Very poor All Al,mild 8, ] Good | Falr to
vehicle 88 347 | poor
0.20 Some Good All Falr to
or
0.20 0.05 Auxiliary Some Some Good Yery poor*| All Al,mild 8. ood | Falr to
. power generators S 34 poor
£2.00 \ $0.50 High-performance Some Dangerous Good Unknown All Mild 8, Good Fair to
' vehicle 39 347 poor
2.00 6.001 | Superperformance Some Dangerous Good Very poor All Al,mild 8, Good | Fairto
: vehicle (satellite) ) S5 34 8001‘
2.0 ' 0,55 Rocket aircraft Some Some Good Good All Al, 58 347 Good ood
2.00 1.20 Rocket. alreraft Some Some Good - Good All AlL 88347 | Good | Falr to
- i r
2.0 0.08 Sniag vehicle Some Dangerous Good Unknown All 58 347 Good i F}:\t!)t?to
- r
2.20 0.05 Some Some ' Good Very poor® All Al,mild S8, | Good | Fairto
i | 55 347 poor
2.00 Some Dangerous \‘ Good Unknown All Als;gmld 5,| Good | Fairto
cor
2.00 0.10 Air-grouad rockets Some Dangerous | Good Good All Al 88347 | Good ood
2.20 0.30 Rocket aireraft Some Some Guod - Good Al all Good Good
7.00 6.00 Superperformance | Dangerous Dangerous Good Very peor All Al, 58 347 | Fair to | Fair to
;eh!ic]e (space pocr Ppoor
. ighit)
7.00 6.00 Superperformance | Dangerous | Dangerous Good Very poor | Al, Al, 5% 347 | Fair to | Fair to
veliicle (space mild S poer poor
flight} 88 347
7.00 0.05 Superperformance | Dangerous Some Good Yery poor I, Al, mild 8, | Fair to | Falr to
: vehicles m;ld 3, 88 347 | poor poor
H 88 347
.00 0.05 Superperformance | Dangerous Some Good Very poor 1, Al, mild §, ’ Fair to | Fair to
! velieles mild 8, $8 347 ! " poor poor
: 853
$0.015 : $6.00% huplrr;wrfnrmance Wone Dangeraus Goeod Very peor Alt Al, 85 347 : Good | Fair to
i vehicle N ' poor
0.015 i 1.20 Gas generator Some Some Good Good Al Al, 8% 347 © Good | Fairto
cor
0015|005 | iRUM None Some : Good | Verypoor' Al |ALmilds,, i Good ! Fair to
' ; S8 ¢ _poor
0.015 0.05 | IRBM None Some } Good Very peor?|  All Al mild $,] Good | ¥air to
8 347 ! ' _pobr
0.015 ‘-iup]cr[;cr(‘ommnce | None Sonie Good Yery poor All Al 88347 Good ! Fairto
_ vehicle : . oo
0.0151 Superperfonnance | None Dangerous | Good Very poor All Al 88347 | Good | Fairto
vehicle | : . - peer
0.015 SuperperfoFmance ! None Dangerous ;| Good Very poor All AL, 55 347 | Good | Fairto
! veliicle ! H pour
0.015; 0,11 Hn’l\ag)mlssilc ; Dangerons Good Guod All Al 853471 Good G
; 3 : i :
$0.015! §0.75 Rocket afreraft | None Some | Good Good All All | Good Good
| !
| E i
0013 ‘ 0.05 , 1RBM, ICBM None sonie Good Very poor All Al, 88 347, Good Fair o
! : poor
$0.17 | 5005 : Liguid JATO | Some some Unknown | Very peor | Al, Al, mild §, | Fair to | Falr to
} ‘ glilg 8.1 88 347 poor pooT
| S 347
0.35 ‘ 005 Gay generator | None Eome i Unknown | Very peor All Al,mildS,! Good | Fairto
| ! 88347 | i poor
i
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TasLE 13-1,

“dangerous” hazard means toxie, corregive, and cxplosive,
¥ AP means aluminum alloys; “all”, ail normal metals
and plastica; “mild 8", mild steels; 95", stainless

cln.

3 dood™ storabllity mesns liquid can e stored in
ordinary vessels or tanks over [ong periods and at many
tempc;nttll&'es without decumposition or change of state.

iquld,

® Nitrogen fetroxide (7 per cemt) and aitric oxlde
(30 yer cent).

“"Except at high coolant pressure,

7 Mixture ratio yielding the nighest loading density,
OT mass ratio,

Liquin
Bes | Bulk density Specific
Average | a
“fGel” | Combustion | Ratioor | molecaluy | SUSOTE | impuiso at
Fuel Oxidlzer mixture | temperature | pecific cg;fg:t%g combination | (aea Tevel
matio deg. F heats produsts | terperature | expansion,
(by welght) glem? sec)
n-Octane Oxygen 2.4 5760 1.23 22 0.08 250
fi-Octane Oxygen difluoride 3.8 7340 1.33 20 1.22 Unknown
a-Octane RFNA (6.5% NOy) .45 5160 124 24 1.28 226
Niiroethane Oxygen 0.65 5570 1.23 23 109 215
Nitropropane Oxygen 0.9 5820 1.23 23 1.08 210
Polygthylene RFNA (22% NOy) 4.5 5320 1.22 25 1.4 Unknown
Propylene oxide Oxygen 1.6 5900 1.23 23 1 230
Propylene oxide (80.5%) Oxygen 1.5 5900 1.23 23 1 Unknown
and ethylene oxide
(30.5%)
Triethylamine (63%) ON 70308 3.7 4800 1.24 25 1.19
and orthotoluldine |
(37%)’
Trlehtlhy'-t.ﬂthlophos- ON 70308 2.5 G000 1.23 30 1.28
te
Tr{:z}:.hyliltirltzlio- REFNA (22% NO,) 3 6520 121 30 1.43 230
phosphite
Turpentine? Nitric acid 4.4 4650 1.22 25 1.32 244
TFurpentine? (xygen 2.4 5880 1.23 22 1.04 240
Turpentine® RFNA (22% NG, 4.2 5400 1.22 28 1.36 241
Unsymm strical Oxygen B 5050 124 20 0.96 240
Jdimethyl hydrazine
Unsymmetrical RFNA (22% NOn° 2.8 5200 1,23 22 1.23 241
dimethyl hydrazine
Unsymmetrical WFNAM 2.7 5100 1.23 22 1.22 240
dimethyl hydrazine |
SoLn
N Low- Specific
Pressure Burnlng- Burning
| pressure impulge Ignliion
Fuel and vxidizer!? Type 73];‘331‘3- lig:lt' at 32(?0 psi, I ex{)‘;‘r‘&m | '?If:' sensitivity
|
—_ . !
Amino ethanes!? Composite 300-2000 8O 200 0.3-0.6 Medbum
Baliintite!® TDouble-hase 10003000 260 200 ‘ .85 Low
Blark powderl? Comporite T~ 10040 15 70 0.5-0.8 0.1-0.5 Low
Buna and sulfo rubbers!? Composite 100500 50 210 | 0.4 Very low
Cordite!®? Dwuble-base 1000-3000 300 180 377 Tow
GALCIT 16113 Composite 1360-3700 700 190 0.75 1.4-15 High
Hydrogen peroxide and Tinuid-solid 100-300 75 160 Yery low
polyethylene |
Lox-rubber Liguld-sulid 100- 500 15 225 |
NDRC EJAL {lomposite BO0-1000 180 i 0.45 0.2-1 Low
Polymethane!? Composite 500-2000 215 ' Low
WASAG DEGN Homogenecua TOO-4000 700 180 ‘ 0.73 0.2-0.8 Medium
Polyurethanelt Composite ‘ Low
! “Some'' hazard means slightly toxle and corrosive; & The combination of hydrogen and oxygen is rapidly

becoming a favorite and will be widely used in the future,
The hydrogen is used as the engine coolans.
? Little used; mostly of academic intereat.
Hydrogen fluoride is often added to reduce the corrosive
offect of nitric acid.

11 A little worse than RFNA,

12 Ammonium mitrate, ammonium
polagsium nitrate are oxidizers nsed w]
Thiokoi and the sulfe rubbers.

12 Yarious light metal powders are added to some of the
compusite and double-base propeltants to Increase the
specific impulse.

14 A favorite for long-range vehicles.

Perchlorate, aad
th such fuels as
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Rocker PROPELLANTS (Confinued)

PROPELLANTS
Cost pet 1b Handling hazard! Coolant qualities Best container Storability®
Ust per Ideal use e material?
"Fuel |Oxldizer | Fuel Oxldizer Fuel Oxidizer Fuel Oxidizer Fuel | Oxidlzer
$0.67 | $0.05 Precision rocket None Some Good Yery poor All Al,mildS8,| Good | Fairto
chamber 88 347 r
0.07 None Dangerous Guod Upknown Al Al 83347 | Good sir to
00T
.07 ‘ 0.08 : Precision research None Dangerous ood Good All Al 85 347 | Qood LLL
rocket testing C
1.00 | 005 ) Dangerous Some Unknown | Yery poor Alt Al mild 8, | Fair to | Fair to
i . 85 847 or DUOT
0.05 Auxilisry power Dangercus fome .|.Unknown | Very poor Al Al, mjld 8, | Fair to | Fair {0
pack . - 48 47 poor poor
50.11 None | Dangerous Good Al, 88 347 Good
0.05 Some G Unknown | Very poor All Al, mild 8, | Fair to | Fair to
84 347 poar poot
$0.10 Some . Some Unknown | ¥ery poor All Al mild 8, | Fair to | Fair to
! i 83 347 poat poor
| .
$1.50 None Good All Good
8.80 Some Unknown g{sllg ST,, ; Goed
4 !
3.80 : $0.1 Starting liquid for Some Dangerous | Unknown Good Mild B, : A], 55 347! Good SGoud
b large engines 8% 347
G.11 0.12 Small storable None Dangerous Fair to Good All Al 8% 347 1 Good Good
i rockets | _boor
0.10 ! 0,05 | Gas generater, h None Some Fair to | Very poor All Al mildS,| Geod | Fair to
. auxillary pewer poor 53 347 POOY .- -
unit <~
0.10 - 011 None Dangerous Fair to . Good All Al B3 347! Good Guod. ;-
: poor N
$150 : §0.05 | 1CBM, IRBM Some Some Good | Very poor® Al AL mids, ]7dood " Fair to
i . 35 347 | pOOT
1.50 | 0ai Rocket alreraft, Some Dangerous Good Good All Al, 55347 ; Good Good
{ emuall missiles . | :
150 | 015 Some 1 Dangerous | Good Good Al | AL, S5347) Good ! Good
! and 410 . ‘ -
i 3
PROPELLANTS
Pqe@surcl Welght Cost | I )
i:gls]l}tel:;:ﬁre? lhfcﬁ Ft Storability Ideal use pe?slb Hygroscopicity i Exhaust
R
. 90 (approx) Good Yery large booster Negligible
0.6-1.3 ! 75-105 Fair Small ordoanecs $5-810 Low | High flash, black smoke
75130 Good Igniters 0.50-1.00 Low | Gray smoke
70 (approx) Medium edium-size high- Tow : .
performance units 1
(when case-banded)
0.7 Fair Ordnance Negligible  High Hash, black smoke
0.23 110 Very good JATO (3.75-1,00 Negligible | White smoke
Very gnod Start-stop or I Almost invislble
| {for polyethylene) thruttling solids i
. Smokeless
0.2-¢.3 Good JATO Very low Gray smoke
Good Super hoosters . Low i
. Good High-performance 2.00-5.00 ! High fash, black amoke !
I boosiars :
) Yery good High-performance | Low !
] boosters H :
Additives Monopropellants
_| Applicatien Remarks | 1Sueci]ﬂc
Ammoenium| Depresses freezing . | Difficult to mix with T, mpuse Application Remarks.
nitrate ypoint of nitric acid acid in small 1\ at Sogcpam,
amounts | 8¢
Hydrogen | Inhibits corrosive Action not well Hydrogen ‘ 150 . Gas generator for | Difficull handling;
fluoride effect of RFNA and| understood; helieved poroxide pumps; auxiliary! mneeds pure Al or
WENA to react with Al in (9508 %) for rocket-vebicle 88 347, clean
tanks and chamber ! | control
Aluminum | Increases specificim- | Affects exhanst pro- Nitro- f Small, simple Dangerous hand-
pulse or combustion! ducts; coats cxhaust methane : ordnance rockets ling {can detonate
temperature of solid; "nozzle . unexpectedly)
propellants )
Silicon With hydroearbon | Deposils out a3 pro- Hydrazine | 165-220 (7) | Gaa generator; Difficult handling;
monoxide | fuels (in very small| tective filinon thrust | wmall recket poisonous futnes;
amounts} chamber wall; may | can break up si
reduee burn-through | high temperature
Diboranes | With kerosene and | Raises combustion Methvl 160 Gas generator; Safe handling:
and horenl JP fucls for turbe-| temperatnre (and so acetylene ; smal rocket dangerous and
hydrides jets; not yet ready| impulse}  conskder- : Very smoky

for rockets

ably: usually added
in afterburner

exhaust fumes
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With the assumptions on the operating pressure, propellant specific-
heat ratio, and exit pressure made, the thrust coefficient Cp can be
calculated by Eq. (13-11). Hence

2 (y+1}y—1 {y—1)/¥
o SETGT]
y—1lyw+1

4

With €7 known, the nozzle throat area A, can be readily determined
from Eq. (13-10). Inactual practice, Eq. (13-10), which is applicable
for an ideal condition, must be modified by the nozzle divergence
coefficient 1 [Eq. (13-8)], nozzle
discharge coefficient C';, and nozzle
velocity coefficient .  For & well-
designed nozzle, the value of C,
and ¢ approaches unity. Hence

=—T 319
CrpLlap
Fi¢. 13-15. Nozzle geometry. Sinceit is assumed thatthenozzle

will be designed for full expansion
(i.e., p, = p,), the nozzle exit area A, may be determined from Eq.
(18-12) or Fig. 13-10. Finaliy, the length of the nozzle may be calcu-
lated by assuming the value of the half convergence and divergence
angle. From Fig. 13-15, the length of the nozzle [, can be derived as

follows: L=+, (13.20)

where I, =r,cotf (13-20a)
Ly=1, — I,

w= {r, — r,) cot o — r, cot g {13-20b)

Hence l,=(r, —rlcot 4 (r, — r,) cot (13-20¢)

d. Determination of Rockel-molor Weight. Without going into a
detailed stress analysis of the combustion chamber and nozzle, the
weight of the total (loaded) rocket motor may be estimated by assum-
ing a value for either the over-all specific impulse I, or rocket-motor
mass ratio {. The latter is defined as

W,
{= W (13-21)
From Eqgs. (13-13), (13-14), and (13-15), Eq. (13-21) may be written as
{= L - (13-21a)
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The value of { varies from approximately 0.75 for small motors with
high operating pressure (i.e., 1,000 psi and above) and large external
loads to 0.90 for the larger units used on long-range ballistic missiles.
For the latter applications, the operating pressure is generally rela-
tively low (i.e., between 300 to 600 psi). Furthermore, because of the
near zero lift trajectory (i.e., gravity turn), the aerodynamic loading
for long-range ballistic missiles is kept to a minimum. Hence, with
the assumed value of {, the total rocket-motor weight may be deter-
mined from Eq. {13-21).

SYMBOLS

A, exit area of nozzle

A, throat area of nozzle

A4, axial or x component of the wall area of the nozzle

c* characteristic velocity

C, nozzle digcharge coefficient

Oy thrust coefficient

I rocket-motor 1mpulse

I, over-all specific impulse

I, fuel specific impulse

M, momentum flux in the axial direction

P, stagnation pressure

T thrust

T, stagnation temperature

V; exit velocity of the exhaust gas

w,, total rocket-motor weight

W, weight of propellant

1, length of propellant for an end-burning grain design

L length of propellant for an internal-burning grain design
i, nozzle length

ly; 1y, 15, I, mozzle dimensions (see Fig, 13-15)

P pressure forces '

v, chamber pressure

Py pressure forces acting'upon the inner surfaces of the rocket
P, pressure forees acting upon the outer surfaces ofthe rocket
T radius of rocket motor

1, radius of nozzle throat

o half divergence angle of nozzle

8 * half convergence angle of nozzle

¥ specific-heat ratio of propellant
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L rocket-motor mass ratio
A divergence coefficient

P propellant density

P nozzle velocity: coefficient
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CHAPTER 14

STRUCTURAL-DESIGN CONSIDERATIONS

14-1. INTRODUCTION

In most preliminary missile configuration designs, detailed struc- -
tural-design analysis is not made. This arises primarily from the fact
that the exact magnitude of the air loads and inertia’ loads is not
available. However, the desngner should béar in mind that a simple
efficient external configuration can also lead to a more efficient and
lighter structural configuration. In addition, the designer should be
aware of the fact that strictural weight can have a pronounced and
detrimental effect on the performance of the missile system. For
example, in the case of a lohg-range balhstlc mlssﬂe each additional
pound of “‘excess” inert weight requires an 4dditidn of as much ag 100
1b of propellant weight to achieve a given designrange,  Or, as aniother
agpect of this, an increase of 1 ]b of inert weight decreases the range of
the missile by several miles. ~Hence proper emphasis must be placed
on the structural design aspects during the early design phase of a
given missile weapon system. With proper structural design prac-
tices, the resultant missile configuration and hence the over-all missile
weapon system will be lighter in weight, easier to manufacture, and
hence generally lower in per unit cost.

The primary function of the structural-design engineer is manyfold :
(1) to provide structural adequacy of the missile airframe under its
operating environment, (2) to investigate the most suitable materials
to meet the loadings and their associated operating environmental
conditions in the missile weapon system, and (3) to analyze and select
the most optimum type of construction for the type of configuration
from the standpoint of ease of manufacturing, cost per unit, and inter-
changeability of parts, which is a stringent requirement for certain
missile systems. The prrpose of this chapter is to present some of
the more important structural-design considerations involved in the
design of missile configurations, '
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234 MISSILE CONFIGURATION DESIGN

14-2. FUNDAMENTAL STRUCTURAL CONCEPTS

Betore a detailed discussion on design loads and structural analysis
is presented, a brief summary of some of the fundamental structural
coneepts is given in the subsequent paragraphs.

1. Dynamic Equilibrium. Newton’sthird law of motion states
that for every action there is an equal and opposite reaction. In the
case of a body of a missile which is accelerated in the direction of an
external load or force, the reaction in the opposite direction consists of
the inertia force of the body. The application of the inertia forces to
oppose the external resultant force is known as D’ Alembert’s principle.
This principle states that “the impressed forces acting on any body are
in dynamic equilibrium with the inertial forces of the particles of the
body.” Since abody must be placed in equilibrium before the internal
shears and bending moments can be determined, it follows that accel-
erating bodies must be placed in equilibrium by applying the necessary
inertia forces in accordance with D’ Alembert’s principle. The follow-
ing paragraphs outline the procedure for determining the magnitude
of the forces. Note that the inertia-load factors always act in a direc-
tion opposite to that of the acceleration which produces them.

2. Linear Acceleration Due to Translation. When the mis-
sile is flying in its trimmed condition (i.e., condition B as described

Jin Sec. 10-2, Fig. 10-2), it experiences a linear acceleration as the result
of pure translational motion, The magnitude of the force normal to
the missile longitudinal axis is determined by

F=N= C—'\’TﬂqS” (14-1)

where Cy__ is the trimmed normal-force coefficient as defined in Sec.
5-5 (Fig. 5-6). In dealing with the inertia of a missile, it is more con-
venient to express the magnitude of the forces (those due to external
aerodynamic loading and inertia loading) in terms of gravitational
units rather than in terms of mass and acceleration. Hence, from
Newton’sequation, F = maor (W /g)a, themagnitude of F isexpressed
as :

F=nW (14-1a)

where 2 is equal to a/g and is the load factor expressed in ¢’s, and F is
the force expressed in gravitational units. For example, a force of
1,000 Ib acting on a 500-1b missile results in a magnitude of F of 2 ¢’s.



STRUCTURAL-DESIGN CONSIDERATIONS 235

3. Linear Component of Angular Acceleration. In addition
to the linear acceleration due to pure translational motion, the missile
experiences an angular acceleration as the result of any unbalanced
external aerodynamic loads. These angular accelerations may be
considered as transient conditions such as those discussed in Chap. 10
(i.e., condition 4,C, D,and E described in Sec. 10-2). The magnitude
of these angular accelerations may be determined as

. M
] F (14-2)
where {§ = angular acceleration, radians/sec
M = external rotational moment due to external unbalanced
forces, ft-1b
I = moment of inertia of the missile, slug-ft?
The magnitude of the moment may be determined from the aerody-
namic derivatives or plots of moment coefficient vs, angle of attack for
various control-surface deflections (i.e., Figs. 10-2 and 10-3). Hence

M= (Ot + € 0)S,d (14-3)
or M =C,q5,d (14-3a)

The magnitude of the moment of inertia of the missile may be. calcu-

lated by summing the moment of inertia of the various component

parts about their respective centers of gravity and then transferring to

the missile center-of-gravity location, Mathematically, it can be ex-
pressed as '
14

I= E(Io 4 = xz) (14-4)

: g .

where I, = moment of inertia of a given mass about its own center of
gravity
z = distance from missile center of gravity to any mass W/g
The linear component of angular acceleration An is expressed as

An:@
g

(14-5)
wherelis any distance from the center of gravity of the missile (positive
when measured forward of the center of gravity). From Eq. (14-5) it
is apparent that the incremental load factor due to angular accelera-
tion varies linearly with distance from the missile center of gravity as
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illustrated in Fig. 14-1. Hence the total linear acceleration of the
missile is the sum of the linear acceleration due to pure translation and
the linear component due to angular acceleration and can be expressed
as

(7 z)total = W + %% (14-6)

F
i [ —
ﬂ& ? j = S —_
|
[
|
]
|
i
I
§
|

i
} : An, DUE TO ANGULAR
| | ACCELERATION, 8
| |
| I
|, - n DUE TO PURE TRANSLATION

Anz [ A

—

— 7

—I_ '—-i?”i RESULTANT n, CURVE

- BODY STA

Fic. 14-1. Linear components of acceleration.

4. Missile-loading Concept. In order to facilitate the deter-
mination of eritical structural-loading conditions on the body of the
missile, the simple beam analogy is used. 1In this technique, the body
of the missile is replaced by a simple beam supported at the center-of-
gravity location of the missile as shown in Fig. 14-2. The external
load distribution on the body is next superimposed on the beam, For
simplicity, the wing and tail loadings are replaced by concentrated
loads at their respective centers of pressure. For the purpose of
illustration (see Fig. 14-2), the missile is assumed to be in trimmed level
flight (g} condition. Hence the summation of moments about the
center of gravity ar beam support due to the external loads acting on
the missile is equal to zero: Since there is no unbalanced external
moment, the missile undergoes no angular'acceleration. Hence the
resultant force is acting at the missile center of gravity against the
acceleration of gravity. It is also assumed that the internal body
weight distribution takes the simple form shown in Fig. 14-2.

With both external and internal loadings known, the missile is
placed in dynamic equilibrium by opposing the external upward-acting
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force (of 1g) by 1g of missile dead weight or inertia foree acting down-
ward. A shear diagram is then constructed by simply summing the
external and inertia loads on the missile starting from the nose aft and
from the aft end of the missile forward to the missile center of gravity
asshownin Fig. 14-2. Finally, the moment diagram is made by tak-
ing the summation of the moment of the shear forces about the missile

< E —_— = ] |
L] "

WING TAlL SIMPLE BEAM
toani LOAD A :
I . ] -+

e
TAIL LOADS
WING 8 0 BODY AIRLOAD

(\'\

" SHEAR DIAGRAM

L STCLTTIIN o
e

TOTAL INERTIA OF BODY AND
CONTENTS = Swx tg

Mp~IN-185 SHEAR~LBS

BENDING MOMENT DIAGRAM
Fra. 14-2. Missile-loading concept.

center of gravity. Mathematically, the shear and moment may be
expressed as

S:J‘wd:r‘ and M, = de:wadxdx

where § = shear force
M, = bending moment

w = running load ag illustrated in Fig. 14-3

% = any station along beam or body of missile
From the moment diagram, the
change in bending moment between
any two stations may be readily
determined.

w~RUNNING LOAD-

s A E

. Fic. 14.3. Genzral loading for
There are many types of external the determination of shear and

and internal loads imposed on the  moment diagrams.

14-3, DESIGN LOADS
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missile structures and components. 1In general, these loads may be
divided into two classes: flight loads and ground loads. In practical
design, critical structural-design conditions arise from both clagses of
load. Hence the designer must consider these loadings with equal
care,

1. Flight Loads. The flight loads may be subdivided into two
categories: free-flight loads and captive-flight loads. Free-flight loads
arise primarily from aerodynamic and thermal forces and internal
pressure forces such as those present in a rocket motor or propulsion
system. Captive-flight loads arise primarily from the aerodynamic
loads induced on the missile during its carried condition by the parent
aircraft. The missile structure must be adequate to withstand the
most critical loadings imposed during flight on each component of the
missile. The air loads on the missile for various conditions of flight
may be determined by the methods outlined in Chap. 10. These air
loads when combined with the missile inertia forces result in the net
structural loads on the missile as discussed in Sec. 14-2,

2. GroundLoads. Thebasicgroundloads consist of those which
the missile experiences during transportation and preparation for
launching. Many data have been gathered over the past several years
on the environmental conditions of all modes of transportation.l,2*
These environmental loads, which are generally expressed in terms
of amplitude and frequency (i.e., 30 g's at 150 cps), may have a
detrimental effect on the missile, particularly on its internal electronic
components. Hence proper design such as shock mounting must be
incorporated to minimize the effects of these environmental loads, In
addition, proper design must be incorporated in missile shipping con-
tainers to withstand the ioads encountered during transportation and
ground handling,

The ground-handling loads must also be carefully analyzed to assure
that the structural design of the missile and the ground-support equip-
ment (i.e., missile launcher, erector, etec.) are satisfactory. The
magnitude of these loads can be determined only after the complete
concept and details of the ground-support system have been estab-
lished.

3. Factors of Safety. Factors of safety are applied to the limit
or actual flight or ground-handling loads to assure that all stresses are
below the ultimate or yield strength of the material from which the
missile structural components are fabricated. This procedure prevents
the structure from attaining any appreciable permanent deformation

* Superscript numbers indicate references listed a! the end of the chapter,
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under the actual load and from failing at ultimate load. The magni-
tude of the factor of safety to be used in the design of each missile
component must be carefully selected to preclude undue weight penal-
ties in the missile. ~As previously noted, each pound of “excess” inert
or structural weight added may have a large detrimental effect on the
performance of the missile. On the other band, the structural design
should be realistic and adequate to satisfy Lne over-all mission require-
ments of the weapon system.

The factors of safety which are currently considered in the structural
design of missiles are:

" . @. 1.5 X limit (actual) stress for design conditions which involve a
safety hazard to personnel, for example, a missile-launching condition
in which failure of a structural component could endanger the lives of
the handling personnel .

b. 1.25 x limit stress (actual) for design condltlons which do
not involve hazard to personnel, for example, a terminal dive on
target

¢. 1 x limit stress for all other design conditions

Margins of Safety. The margin of safety is defined as a ratio of the
excess strength to the required strength and is expressed as

Margin of safety MS = Zxllowable _ (14.7)
ag

Wwhere o, owanie = Wtimate or yield strength of material, psi (physical
property of material)
¢ = stress in member
Two values of margin of safety are generally computed for each missile
structural component analyzed. Theseare based onthe yield strength
and ultimate strength of the material. Hence

MSyiaq = : Tallowable yleld —1 (14-8)
Olimit or actuar X Tactor of safety (generally = 1)

Oallowable ultimate 1 (14-9)
Gitmit or sctual X factor of safety (1.25 or 1, 50)

MSu]tlmatq ==

The margin of safety should never be negative but should be zero or a
small positive value. The margin of safety for each member should be
clearly indicated in the stress analysis. If it islater desired toi increase
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the load on any member or to decrease the size of the member, the
margin of safety gives an immediate indication of the permissibléload
increase. ‘

14-4. OVER-ALL STRUCTURAL ANALYSIS

In the structural-load analysis, the net load or shear force the struc-
ture has to support is of primary interest. This net load is the differ-
ence between the external loads and the inertia loads for a given missile
flight condition.. Theoretically, if the inertia load distribution is ex-
actly equal and opposite to the external load distribution (i.e., zero net
force along the entire missile), the shear forces and bending moments
are nonexistent. Hence, for this idealized condition, the structural
weight of the missile approaches the theoretical minimum value from
the standpoint of loads. Therefore, it is apparent that the configura-
tion design engineer should carefully consider the general internal com-
ponent weight distribution in an effort to minimize the magnitude of
this net force. The critical design condition for a given portion of the
structure is defined as that which results in a maximum net load or
shear force on that portion of the structure.

After the critical structural-design conditions are determined, the
structural components of the missile are analyzed. For simple struc-
tural members, the classic equatton for beam bending may be used to
determine the stresses produced by the design bending moments such
as those shown in Fig. 14-2.

My
a =
I

2

(14-10)

where ¢ = tensile or compressive stress, psi
M, = applied bending moment, in.-1b
¢ = distance from neutral axis to element in which stress is to
be determined, in.
1, = area moment of inertia of eross section of structural mem-
ber, in 4
In the case of circular, unstiffened, thin-walled eylinders (mono-
coque construction) which are frequently used for small missile bodies,
Eq. (14-10) becomes
My My

e (14-11)
it r

Tmax =

where r = radius of tube
t = wall thickness of cylinder
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For a solid rectangular cross section which is similar to the airfoil
section of a small missile (see Fig. 14-4a), Eq. (14-10} becomes

_ My2) _ oM,

= 14-12
Tmex = T 312) | bi? (14-12)
where b = chord of section
t, = thickness of section
~

! 1 dy

b d:

< | t

| : 41
' {a) ~ (8}

Fic. 14-4. Notations for structural analysis. {A) Airfoil cross section. (B)
Circular cylinder.

The axial stress of a structural member which is axially loaded may
be caloulated by the following simple equation:

P
CTaxial — Z 7 (14-13)

where P = magnitude of the axial load, 1b
4 = effective cross-sectional ares of structural member in plane
normal to direction ¢of applied load, in.?
For a cylinder subjected to a compressive load P (see Fig. 14-4b), the
axial stress is

P 4P
= s —_—— 14-14
Oaxtal ( d.,z df) ( )

where d, = outside digmeter of eylinder, in.
d, = inside diameter of cylinder, in!

The critical axial-loading condition generally occurs during the
boost phase wherein the missile is subjected to high acceleration in the
axial direction. For example, if a 107 axial acceleration is imposed on
the missile, this force is opposed or reacted by a 10g inertia load acting
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on each weight increment of the missile. The dead-weight distribu-
tion of the missile produces a corresponding axial-load distribution
along the body axis of the missile as shown in Fig. 14-5. The axial
stresses produced by this loading are then combined with the previ-
ously determined bending stresses to obtain the total stresses for the
given design condition. Hence

M,
I

i

Ttotal = OThending 1 Caxial =

P
— 14-15
=+ 1 ( )

The above simplified analysis is applicable for relatively simple
structural members such as those previously described. However, in

#V [T\ -

1g DEADWE\GHT x 10 MISSILE STATION
"Fra. 14-5. Axial-load distribution.-

AXIAL LOAD, P
e o

most missile designs, particularly those associated with the larger
missiles, many complex structural configurations are encountered.
For these designs, much more elaborated analysis must be conducted.
In cases where the most involved analysis is inadequate to predict
accurately the stress on the structure, a relatively large factor of
safety should be incdrporated until results of static tésts become
available.

14-5. MATERIAL

The materials in géneral usage for the construction of missiles are
aluminum, steel, magnesium, and titanium. Because of the high
temperatures encountered by missiles flying at high supersonic and
hypersonic speeds, other types of materials are coming into more
common-usage. These include molybdenum; beryllium, plastic, and
‘graphite compounds. Since the designer has a wide variety of choice
of these basic metals and many of their alloys, he must conduct a thor-
ough analysis of their many advantages and disadvantages before he
can select the best for his particular design, The following factors are
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some of the most important of those which required careful considera-
tion:

Material strength and density

Structural temperature expected in operation
Stiffness or deformation requirements

Corrosion resistance

Availahility of materials

Fabrication limitations

Cost, both basic material and manufactured cost

S o e

For detailed discussion and data on material properties, the reader
should consult any of the published literature on this subject (i.e.,
refs. 6, 10, and 12).

14-6. WEIGHT AND GOST

In general, missile structural design permits more latitude in the
selection of economic manufacturing processes and materials than
manned aircraft. This is due primarily to the human-safety consider-
ations involved in aircraft design. Adequate strength with minimum
structural weight is generally the designer’s aim for manned aireraft
and cruise-type missiles. In short-range missiles, however, the
unit cost vs. structural weight trade-off for each component must be
closely examined. Structural weight can become less significant than
manufactured cost of the component. However, for long-range bal-
listic missiles, it is mandatory to keep the structural weight as low as
permissible without ineurring unduly high cost for the material or its
fabrication. Therefore, the designer should become more fully aware
of the weight and cost interrelationship, particularly during the early
design stages, in order to arrive at a more optimum design.

14-7. TYPES OF CONSTRUCTION

1. Body. The body of the missile can be constructed as a mono-
coque or semimonocoque structure. The monocoque structure con-
sists of an unstiffened shell with very few transverse frames. This
type of structure is relatively simple to manufacture with a minimum
of detail parts and few manufacturing operations. This type of con-
struction is used on ballistic missiles as well ag for small missiles (up to
approximately 24 in. outside diameter). The semimonocoque struc-
ture consists of a shell which is stiffened longitudinally by stringers and
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transversely by bulkheads. This type of construction, which is gen-
erally used in the fabrication of manned aircraft, is also used in the
construction of large ballistic missiles as well as cruise missiles. A
large number of detail parts and assembly operations are required to
produce this type of structure.

2. Aerodynamic Surfaces. Aerodynamic surfaces can be fab-
ricated by a variety of methods. ~Small thin surfaces can feature
solid, hollow-cast, or built-up honeycomb cross sections, depending
perhaps upon the most economic means of fabrication. As the sur-
faces get larger and thicker, the use of solid sections becomes prohibi-
tive from a weight standpoint and honeycomb or hollow-cast sections
become more attractive. Casting materials have generally featured
low material allowable strengths with the associated weight penalty
but castings can be cheap in quantity production and require few final
machining operations. Recent modifications to casting alloys have
considerably improved their strength properties. Honeycomb con-
struction permits the use of higher material aliowables but obviously
involves a multiplicity of detail parts (core, inserts, edge members,
attachment fittings) and assembly operations. Again, the designer
must carefully analyze the many factors involved including cost,
weight, strength, ete., before he can select the optimum type of con-
straction.  An improper selection in the early stage of the missile
design may require costly as well as time-consuming tooling and fabri-
cation modifications for the final production design. However, the
designer must also consider these changes in the event of subsequent
technological advanees. If proper foresight is used in selecting the
type of construction during the early design stage, subsequent changes
and modifications dictated by technological advances and other missile
design requirements will be minimized.

SYMBOLS
A effective cross-sectional area
C morment coefficient

"

Cy,, trim normal-force coefficient

F (normal) force

I moment of inertia

1, area moment of inertia .

I, moment of inertia of a given mass about its own center of
gravity :

M moment
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5

applied bending moment

" MS  margin of safety

normal force,

compressive or axial load

shear foree

body frontal (reference) area

weight 4

distance from the neutral axis to the element in which the stress
is to be determined

body diameter

inside diameter of the eylinder

cutside diameter of the cylinder

distance from missile center of gravity

ioad factor

linear acceleration (in the normal direction)

dynamic pressure

radius of the tube {or cylinder)

wall thickness of the cylinder

thickness of tlie section

running load

any station along the beam or body of the missile

angular acceleration

stress in member
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APPENDIX A

DETERMINATION OF RADIUS AND
VOLUME OF TANGENT OGIVES

A-1., RADIUS

From Fig. A-1, the radius of the ogive is derived as follows:

R=g+Rcos.6 (A

Since ! = Rsin fand sin § = V1 — cos“fweget
1 —

%: V1 — cos?§ (A2

2
Coor | cos = 1—%‘-,2 “(A-3)

Substituting Eq. (A-3) into (A-1), we get

'-RﬁEE-A—R/l——Z-E— (A-4)
2 R?

Rearranging Eq. (A-4), we get

; g2
1-_i:‘ 1_L (A:5)

2R R? : .
Squaring both sides of Eq. (A-5) R

and rearranging terms, we get R

— 0| O

d B
R=—-4+- A6
4+d (A-6) g

The length-to-diameter ratio of
the tangent ogive I/{d may be Fic. A-1. Radius of tangent ogive.
247 :
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expressed in terms of the ogive caliber R/d as follows: Dividing Eq.
(A-8) by d and rearranging, we get

2
B_R_1 &)
@ d 4
or Lo [ _ga5=Joc—o2s (A-8)
| i Nd
where C is the caliber of the ogive.
A-2, VOLUME
From Fig. A-24, the following relationship is obtained:
(A-9)
(A-a)

ENLARGED VIEW OF
TANGENT OGIVE

(A ) (8
Fre, A-2. Volume of tangent ogive.

From the equation of a circle, we can write

x? +y’ = R (A-10)
or ' 2+ (@ + y)? = R (A-10a)
.Hence y=+R*—a'—a (A1)

or ¥y = Rt — :A:-2 — 2aR* — 2 + a? (A-12)
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From Fig. A-2 B, the volume of the tangent ogive ¥ may be expressed

as 1
V= *rrf ¥ dx (A-13)
)]

Substituting Eq. {A-12) in Eq. (A-13), we get

) —_—
V= wf [RE4 a® — 2% — 2a~/ B? — %] dz (A-14)
0

L 1 12 O —
or ¥V = ﬂ[f (R? + a?) dx _f xtdx —f (2a+/ B2 — a?) dx] (A-15)
0 ¢ : 0
integrating Eq. (A-15), we get _
z=1 3z=1t — 2 7 ]==t
V - w{(Rz + az) [x:|z=(} a [%}zzﬂ N 2“[;\/R2 h xz + %Sin x’Jﬁ_z}m= 0}
Hence (A-16)
- za 2 2 2 ai—1 l
V = | (R® + e}l - 3 al/ B2 — I* — aR? sin = @
Substituting ¢ = B — (d/2) in Eq. (A-17), we get

’ 2 3 ——
V:w[z(Rz.FRzﬁRdJi—)—5—(3—9)3\/1%2—12
4/ 3 2

— (R — (1) B2 gin! l—j| ;~-
2 d LT
(A-18) 7
&\ P I
o 2 @y _ ¢+ 6F o
or V_n[z(sm Rd + 4) - TR

; G/.'/é*
d) 2 2 '_..5 ) \"\
(R %R 1 =
( ‘ 2 \/ ) % \
— (R——g)lﬂz sin~! ]%:l \\

SURFACE AREA

3
- 0 0.2 0.4 06 [8X:] 1.0
(A-18a) LENGTH RATIO ~ 1,/1
A-3. SURFACE AREA Fre. A-3. Surface arsa of tangent

L o ogive and truneated conical bodies
In the determination of skin- ¢ .ovolution.

frietion drag coefficient, the surface

(wetted) area of the aerodynamic component must be known [see Sec.
4-2,Eq.(4-7)]. TFigure A-3isa plot of the surface area of tangent ogive
and truncated conical bodies of revolution.
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EXPRESSIONS AND COORDINATES OF
DIFFERENT NOSE SHAPES*

B-1, POWER SERIES
r=z - Tfor(0=zxz=1) (B-1)
where n = 1 for a cone .

n = ¥4 for a parabola with vertex at x = 0

B-2. PARABOLIC SERIES

p— %“’_—K’”_z (B-2)
: 2—K
where K = 0 for a cone
K = 1 for a parabolic nose
K = 0.75 for a “¥4 power” parabolic series
K = 0.50 for a “14 power”’ parabolic series
B-3. HAACK SERIES
' 1 = .
r=—/p — Yosin2¢Csin3p (B-3)

JT
' where ¢ = cos™! (1 — 2z)
C = 0 for the Von Kérman nose shape (also known as the L-D
Haack nose) -
C = %4 for the L-V Haack nose
The letters L-D and L-V referto the boundary conditions for which the
" drag was minimized. The L-D signifies given length and diameter ’
and L-V length and volume. Profiles of these nose shapes are shown

* NACA Research Mem;: L53K17.
250
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in Fig. 3-11 with coordinates presented in Table B-1. The terms x and
r used in Table B-1 are defined as

- distance from nose station
total nose length

radius at any nose station

T =
maximum radius (i.e., at the base of the nose)

TaBLE B-1, COORDINATES OF DIFFERENT NOSE SHAPES

Power series Paraholic series Haack series
Nose Von
station ) Parabola | ¥ Power ¥§ Power Kérmén, L-v
A e ) (& = 0.18) | (i = 050y LD | Heack
: ' Heaack |[(C = 1)
(C=0)
x r r r r r * y
0 0 0 0 1) 0 0 [H]
0.06 | 0.2236 | 0.1057 | 0.0975 0.0785 0.0658 0.1368 0.1858
0.10 | 0,3170 | 0,1779 | 0.1900 0.1540 - 0.1300 0.2281 0.2738
0.15 0.3873 | 0.2410 ! 0.2750 0.2250 0.1917 03066 0.3642
0.20 0.4472 | 0.2091 0.3600 0.2960 0.2533 "0.3774 0.44356
0.25 | 0.5000 | 0.3536 | 0.4375 0.3625 0.3125 ' 0.4422 0.5142
0.30 | 0.5477 | 0.4054 | 0.5100 0.4260 0.3700 0.5022 0.5779
0.35 0.5918 | 0.4560 | 0.5775 "0.4865 0.4258 0.5585 0.6357
0.40 | 0.6325 | 0.5030 | 0.6400 0.5440 0.4800 0.6112 0.6880
0.45 0.6708 | 0.56494 | 0.8975 0.5985 0.5325 0.6607 0.7355
0.50 | 0.7071 | 0.5946 | 0.7500 0.8500 0.5850 0.7071 0.7785
0.55 | 07416 | 0.6387 | 0.7975 0.6985 0.6335 0.7508 0.8173
Q.60 0.7746 | 0.6817 0,8400 0.7440 0.8800 0.7914 0.8522
0.65 | 0.8082 ] 0.7239| 0.8775 0.7865 0.7258 0.8295 0.8833
0.70 0.8367 | 0.7653 0.9100 0.8260 0.7700 0.8647 0.9107
0,76 0.8660 | 0.8059 | 0.9375 0.8625 0.8125 0.8969 0.9346
0.80 | 0.8944 | 0.8459 | 0.9600 0.8060 (.8533 0.9261 0.9540
0.85 0.9220 | 0.8853 | 0.9775 0.9285 0.8925 0.9518 0.9719
0.90 | 0.9487 | 0.9240 | 0.9900 0.9540 0.9300 0.8736 0.9853
0.95 | 0.9747 | 0.9622 | 0.9975 0.9785 0.9658 0.9905 0.9850 -
1.00 1.0040 | 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000




APPENDIX C

OPTIMUM WING STUDY

As stated in See. 3-15, maximum L/ D is obtained when the induced
drag is equal to the drag at zero lift, i.e., Cp, = Cp,or Cp = 2Cp,
The proof of this statement is given below. In addition, the expres-

‘ gions for the value of C at (L/D)yax

and (L) D)y, are derived as 4 func-
<L/ Ohmex tion of ¢, and the induced drag

S \ o
5 L factor dCp, [dC 2 |
2 Lo C-1. Cpat(L/D)
= ! D max
S ECLW.OR CL AT (LDl From the basic definition of Lift
. ’ and drag, we get
Fi6. C-1. Optimum wing study. L_CpeS_Cc (©-1)
D (0S8 Cp
Since Cp, = Cp, + Cp, = Up, + (dCp, dC. %) O, Eq. (C-1) becomes
.(.’lé = ___ﬁ___i {C-2)
. Cp Cp, + KOy
where K = dCp, [dCf? _
From Fig. C-1, it is apparent that (L/ D)y 18 obtained when
. dey,
fonce | 4C3l0n) _ 40/ C, + KO
ac'y, dl'y,
C KO, H(1) — Of(0 + 2KC
_ {Cp, + KCH) (0 + L):0 (C-4)
(Cp, + KC 2)F
or Cp, — EC2=0 (C-5)

252
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From Eq. {C-5), it is seen that

Cp, = KC 2 =C), (C-6)
or Cp = Cp, + Cp, =20y, (C-7)
Hence Cp at (L] D)max = 2Cp, (C-8)

C-2. Oy at (L/D)yeor Oy,
From Eq. (C-6), we get L

(]Lz,\/om =,\/._.__O_D°_ (C-9)-

K dCp, jdC;*
Cp,

Hence Crot (L Dpux = [ ——— (C-10)
dCp, JdC;

C-3. (L/D)mnx
The value of (L/ D)., is determined by taking the ratio of Crand Cp,
at (L{D)y,y a8 shown in Fig. C-1. Hence, from Eqgs. (C-10) and (C-8),

we get,
£) _Cpat (L/D)uas _ [OpJK
(D mx  Cpot (LDl N 20, (C11)
(L J 1
el I - - C-12




APPENDIX D

DERIVATION OF INCREMENTAL VELOCITY
DUE TO BOOST

D-1. VACUUM (DRAG-FREE CONDITION)

The incremental velocity the missile attained during its accelerating
phase of flight can be expressed mathematically as follows:

?
AV, =J a di (-1)
0

where AV, = incremental velocity

a = axial acceleration of missile

t, = burning time of rocket motor
From Fig. D-1, the axial acceleration ‘may be expressed in terms of
rocket-motor thrust 7' and weight W as follows:

Tg . :

= e—— D'2

[+ W + gsinyyg, (D-2)
o % .

Hence AV, = gf —dt + gf sin yz dt (D-3)
o W )

Since W = W, — Wp(tft), weget  (D-4)

+V A i T P J‘!a i
AV, = i i i
v =4 o Wy — Wpitft) + g, 0 oY
(B-5)

(=)

where W, = missile weight at launch

_ Wp = propellant weight

Assuminig T, y;, and ¢, are constants, Eq. (D-5)
becomes

fy

AV, =-Tgf —2t —dt 4 gsin ny dt

“Fra. D-1. Force ’ o Wit — Wpt o

diagram. . - {D-6)
264
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Integrating Eq. (D-6), we get

AV = Tg(— -W—) I:ln(WLt - WPt)]Ft + g sin yL[t]Fta (D-7)

P =0
e,
or AV, = — - gllu (Wrh — Wt = In (Wit)] + ghysinyy, (D-8)
P

Since Tt(Wp = I|Wp = I, [see Eq. (13-13)], Eq. (DD-8) becomes
WL -
AV, =1, gIn|—%) + gfysiny, {D-9)
Wg
where Wy = W, — Wp

D-2. GENERAL SOLUTION

For the generalsolution, the drag term must beincluded in Eq.{D-2).
Hence

T
= Wg — W: + g sin YL (D-10)
1 2 '
or a = -ng_— C-I-D—/z];LSg + g sinyp {D-10a)

Because of the nature of the drag term, a closed analytical solution
cannot be obtained. Hence, for most analysis, Eq. (D-10a) must be
solved by a method of iteration such as that described in Sec. 4-6 or on
the automatic computing machines. However, for certain applica-
tions whereby the thrust-to-weight ratio is relatively high (i.e., high
axial adceleration), it is permissible to use an approximation for the
drag effect in calculatingavalue of AV,. For these cases, an estimated
average drag D is used in Eq. (D- 10) Hence Eq. (D-6) may be modi-
fied as follows:

=(T—D‘)gf°

Hence Eq. (D-11} becomes

— sin f dt D-11
W — Wb +9 g2 (D-11)

AV = [(T ) iu;'g—} [ln (W gty — W pty) — In (W yt)] + gty sin.yy,
P .
(D-12)
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Multiplying Eq. (D-12) by T'/T and rearranging, we get

T—D W .
AV, = - I,gln W—; + g sin yy, (D-13)

or AV, = K'IgMn l;:é + gt sinyy (D-13a)
o

where K’ = (I' — D|T) as used in Eq. (4-12)
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DERIVATION OF EXPRESSION FOR AV
FOR ITERATION METHOD

In the derivation of AV [see Eq. (4-21)] for the iteration method
used to calculate missile performance, two basic assumptions aremade?
(1) the acceleration vs. time curve (see Fig. E-1) is linear over the time
interval Af used, and (2) the time interval used throughout the pro-
cedure is a constant value. From Fig. E-1, the value of velocity V at
any time f may be expressed as

V=V, + aay At (E-1)

where the subseript #n — 1 denotes the first interval previous to ¢ (and
n — 2 i3 the second interval previous to £, ete.). Hence Eq. (E-1)
becomes

At PR
) V = Vﬂ—l + (a, + a’n—l) ? (E-2) ° /UP{
g Op—y ‘ :
But for a constant Af, we get = : :
’ b Un-g [
@ — 8, 4 =0y 3 — &y 5 (E'3) E i : :
[ |
or a=2a, , —a,, (E4) = i ! :
[

’ ! 1 I
Substituting Eq. (E-4) into Eq. (E-2), thp Yooy
we get TIME, t

V="V, + (86,1 — t,_3) Q/‘ (E-5) Fic. E-1. Acceleration vs.

" ” g time. ‘
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APPENDIX F

DETERMINATION OF DOWNWASH FROM
WIND-TUNNEL-TEST RESULTS

F-1, ANALYTICAL SOLUTION

For the purpose of illustration, a canard configuration has been
arbitrarily selected. Hence, from Fig. (F-1), the complete model
_pitching moment M 5, may be expressed as

Moy = Npzp + Noto + Npzp (F-1)
where Nz, N, and N = normal force on body, canard, and tail sur-
_ faces
g, Lo, and x, = center-of-pressure location of Np, N,
and N

Expressed in coefficient form, Eq. (¥-1) becomes

Mgy = (M@)o = Oy )pezp + (Cx o + (Cndrla — €)2r1eS,
| (F-2)
Dividing by ¢8,d, Eq. (F-2) becomes

M x x x
O =22 = (3] + Cugen(3), = Onann = o[}
(Cr)om 45,4 (Cy,) g% d3+( N o dc+( N r(® — € i
F3)
Hence (Cotenr = (Colpe + (Cr)ple — € (F-4)
Ny where the subscript BC denotes
No y, body-plus-tail configuration, ete.
L, Therefore, at a given «, we get
B S ——— - o o
' =~ x«—e¢  (Cnloy — (Culpe
L.‘IL_ lf o — a {(Colr
Xp .
Fia. F-1. Analytical solution of — (Calerr — (Cnlse (F-5)
downwash. (Crlpr — (Ul
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‘Equation (F-5) may be deseribed as

a—e  tail contribution in the presence of downwash
o tail contribution in the absence of downwash

(F-5a)

If the moment curves are linear, then the slopes of C,, V8. o may be used
as follows: '

. ©nou = Cn)ac _ (ACwr
T Ty o M A

where (AC’%)&. = tail contribution in presence of downwash
{AC, )p = tail contribution in absence of downwash:

(F-6)

Similarly, it can beshown that the downwash dueto control (canard)
surface deflection ¢;, may be expressed as

(AC, )
(Acmﬂ)i"

®-7)

(I — ) =

F-2. GRAPHICAL SOLUTION

The downwash angle ¢ may also be determined graphically from
wind-tunnel-test results. This is done by ‘plotting the pitching-mo-
ment contributions of the tailin the

. presence of and absence of down- + a—= a
wash vs. angle of attack as shown _ i .
in Fig. F-2. 1t is apparent that, at v S A
a given « (i.e., «;), the value of Aln . . i BCT-8E,
AC,,_ in the absence of downwash ' i P%Eps?f;'s

(i.e., BT-B) is point Bin Fig. F-2, BT-8
'The value of AOMT in the presence (IN AggEtthE
of downwash is 4 (BCT-BC) at a,. -
This represents a loss of AC,, of
B-A,, which is equivalent to & .
downwash angle ¢ as shown in Fig. F-2. Hence the value of ¢ can
be readily determined at any or all values of « desired. Hence non-
Tinearity imposes no limitation on this graphieal solution.

The normal-force coefficients may also be used in lieu of the pitching-
moment coefficients. However, since the moment, coefficients are
generally somewhat more accurate than the normal-force coefficients,
the former are preferred.

Fic. F-2. Graphical solution of
downwash.




APPENDIX G

DETERMINATION OF DAMPING DERIVATIVES
FROM WIND-TUNNEL-TEST RESULTS

G-1. DAMPING IN PITCH

The value of the pitch damping or rotary derivatives C_,, C .., and
C,,;» as discussed in Sec. 9-3, may be determined from the sta.tlc derlva-'
tives (i.e.,Cy and C',, } whlch are obtained from wind-tunnel tests. In
Sec. 9-3 it was shown that the value of (', . for the complete model con-
figuration consists of contributions from the forebody, canard (or any
other control surfaces ahead of the tail), and tail surfaces as expressed
below:

X

2
(Conglon = —2{(01\’a)s (—) + Cx )l K om + Kpol _c(:f) + (COn)r
S_\dle

d/s .
g 2
X [Kpm + KB(TJ]‘S—T(E) } (G-1)
. /T

From Eq. (G-1) {which isidentical to Eq. (3-39}], it is apparent that the
first two terms represent, the contributions from the combined effects
of the body and canards. 'The third or last term represents the tail
contribution which includes the mutual interference between the body
and tail. These contributions may also be expressed in terms of the
moment derivative ', , in the following general form;

&x 2 (Cm )Bz ’ {Cm )B2
{Cy) (—) — (C, ) il o
R’ B . (C‘\‘a)ﬁ (Cn )z

Hence Eq. {(3-1) becomes

(Oma)m:z [(Oma)]}ff' - (Cma)y]z ’
(ON‘,)BC (UNG)HT - (ONG)B

where the subseripts denote the components of the configuration (i.e.,
B body, T tail, ete.).

(Cme')CM = _2{ (G-2)
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Similarly, the expressions for Cm& and U, [see Egs. (9-44) and {9-46)]
become

(Cupesr = —2ACr)pr — (Cn )5l “EF & (G-3)
and {Coslonr = —2{Cn)pr — (Chn))p] %‘g € (G-4)

where &, ; is the distance betweén the canard and the tail surfaces as
shown in Fig. 9-4, and ¢, and ¢, are determined in Appendix F.

G-2. DAMPING IN ROLL

In order to determine the damping-in-roll derivative C, {see Sec. 8-5
or Eq. (8-4)] in the wind tunnel, several techriiques may be employed.
Perhaps the simplest method is to roll the model on the mounting

"FORCED
ROLL d

TIME -—= TIME —=
(A} (8)

Fia, GG-1. Damping-in-roll tests.

sting by means of fixed aerodynamic lateral-control surfaces, In this
technique, the model is initially vestrained from rolling while the tunnel
builds up to speed, whereupon the model is released and commences
to spin up to its steady-state rolling velocity, as indicated in Fig. G-la.
The transient response of the missile in roll is expressed as
gSd®
2V
where I, == moment of inertia of model in roll
), = lateral-control effectiveness which is determined from con-
ventional wind-tunnel test
L, = term to account for friction in the system and may be
accounted for or, if it is small, neglected
From the time history of the measured rolling velocity as shown in Fig.
G-1a, the roll acceleration p and hence (', may be calculated. How-
ever, the value of O,p is more accuratelv calculated for the steady-
state rolling condition, ie., » =0, For this condition, C; 1Is

L — C,0q8d + €, p 4 Ly (G-5)
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determined by setting Eq. {((3-5) equal to zero. Hence, if friction is
neglected, we get
C, 6 '
C, = . (G-6}
T P2V
where p,, = steady-state rolling velocity
Another method of determining C;_is to spin the model mechani-
cally. In this technique, a driving device is employed to spin the
model with the aerodynamic lateral-control surfaces in their neutral
position. By measuring the rolling moment required to spin the model
at various constant rolling velocities, the value of C; is calculated as
follows (again, assuming L, = 0):

0, — —22
» T gSd22V

where ¥, = measured variation of required rolling moment with roll-
_ ing velocity, ft- lb/radian/sec

A third method of determining € is simply to spin the model to an
arbitrary rolling velocity and then allow the spin rate of the model to
decrease toward zero velocity as shown in Fig. G-1B. In this tech-
nique, the aerodynamic lateral-control surfaces are set in their neutral
positions. The value of C; may be caleulated by Eq. {(G-5), which
_may be simplified to the following expression:

(G-7)

Ip
¢, = —2 G-8
B pg8d22V (G-8)
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DETERMINATION OF AERODYNAMIC
DERIVATIVES FROM FLIGHT-TEST DATA

H-1. “PULSED MODEL”

One technique most commonly used in scaled-model flight testing is
the “‘pulsed-model” method. In this method, the model is usually
ground-launched and accelerated to the desired speed by means of a
booster rocket which drops off at the end of its burning. The model
then commences its free flight wherein small rocket charges are set off
at fixed time intervals which provide the desired impulse to “disturb”
the model in pitch and/or in yaw during its zero-lift flight trajectory.
The model used in this technique is generally completely uncontrolled
and must be statically stable. By carefully controlling the manu-
facturing and installation fin misalignments, the rolling velocity of the
model is kept low in order to reduce the cross-coupling effects during the
“digturbed” conditions. A typical plot of the model transient re-
sponse in the “disturbed”” condition isshownin Fig. 9-3. Telemetered
data for this technique generally consist of time history of axial accel-
eration, normal acceleration about the model center of gravity, and
angle of attack. A history of the model speed, Mach number, and
dynamic pressure is also required and may be obtained from external
coverage such as radar, theodelite, and radiosonde data.

- The aerodynamic derivatives obtained from this method are Cp,,
Cy Cr and (U, + Co); The value of Cp may be determined
~when the model-is fiymg in the undisturbed conditions.

o, ="

H-1
i (H-1)

where n, — axial-acceleration -
W = weight of model
The value of C v, I8y be determined from the telemetered data of
263 :
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normal acceleration and angle of attack during the “disturbed” condi-
tion of the model. The value of Cy is evaluated as follows:
nW

oy =" H-2
¥TS (H-2)

where % is the normal acceleration at the model center of gravity. By
plotting the value of Cy vs. a, the value of Cy_may be determined
throughout the speed or Mach-

& METER number range of the model. Since
< — — & — — 1 theangle of attack is generally meas-
| . J ured by an « indicator located at or
Fia. H-1. Angle-of-attack ahead of the nose of the model (see
correction. Fig. H-1), the telemetered data of «

must be corrected for the incremental
angle of attack A¢ induced by the angular motion of the model.
The induced angle of attack may be expressed as [see Eq. (9-34)]

ol

Ag = tan_l?, (H-3)

For small angles, Eq. (H-3) becomes .
Ag o o (H-3a)

V

Since § = & + y [see Eq. (5-3)] and
?;WLV(nW— W cos )

1 n — cos 0
we get Ag — _( % ___—) H-4
g o 7 a4 g v (H-4)
Hence o,.; = Hmeasared — Ax (H-5)

The value of C,, and (C,,; + €, ) may be determined by solving the
equation of motion assummg a smg]e degree of freedom. Hence

i = M+ My 4 M (H-6)

Since f = & (assumption of single degree of freedom), we may rewrite
Eq. (H-6) as follows:

I — (My + M) — M0 -0 (H7)

or  — (my + m)0 — mgh =0 . {H-Ta)
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Solving for the roots of Eq. (H-7a), we get

o= Ma(mg -+ my) & %\/(m(, + my )t + dm, (H-8B)

From Sec. 9-3, it is apparent that

Ty = — 222 (H-9)
mg + My .
and P= An (H-10)
- g+ m+ dmg .

Trom Eq. (H-9), the values of (M + M) become

~27in2 qSd?
M+ My = = = (O + O (H-9
o My = Oy O G (H-9)
—4IVInZ2
Hence c .+ 0 .:—--———- H-9%

The value of C',, may be determined by first squaring both sides of
Eq. (H-10) and rearranging terms as shown below:

(4—:1—1—7) = (mg 4- m;)® + 4my (H-10a)
2 RETEPRY
or - (2_'”) _ (my - mg) (H-108)
P 4

Substituting Eq. (i1-0) into Eq. (H-10b), we get:

2 2
=2 (22 (2] "
I P Ty
Since M, is equal to M, for this single-degree-of-freedom analysis and
is negative we get

A (I
2 g8d  gSdL\P T,

Hence the value of C,, and () + C, ) may be readily calculated by
Eqgs. (H-11g) and (H—sb) by mea,surmg “the period of oscillation P and
time to damp to half amplitude T, from the telemetered record of the
model transient response as shown in Fig. 9-3. The change in Mach
number, dynamic pressure, etc. , during this transient is assumed to be
negligible.




266 MISSILE CONFIGURATION DESIGN

By flight. testing the medel with
g two different center-of-gravity
' locations, the values of C,, thus
obtained may be used to check the

S~._ “p  valueof Cy previously determined

o} “~?  with telemetered a data. This
MODEL C.G. LOCATICN may be accomplished by plotting
+ the values of (,, vs. center of

gravity as shown in Fig. H-2,
The center-of-pressure (or neutral-
point) location is determined by
extrapolating the curve of €, vs. center of gravity to C,, , equal to
zero. Hence, from Eq. (5-19) and Fig. H-2, we get :

Fie. H-2. Determination of C'N .

X a,
cp =g — 7 = 0g ——F° (H-12)
NO.
o, '
or Cy = 2 (H-12a)
¥ ecg—ecp.

1t is therefore-apparent that GNa is simply the slope of the C"'u V8
center-of-gravity curve shown in Fig. H-2,

H-2, STEP-COMMAND INPUT

Another method commonly used consists of programming step-con-
trol surface deflections of sufficient duration to assuce that the model
or missile approaches its steady-state trimmed condition. In eondi-
tions wherein the missile is continually decelerating, the duration of
command may be reduced somewhat in order that the change in Mach
number, g, ete., be small. In these cases, the missile may not reach its
steady-state trimmed condition but will have experienced a sufficient
number of oscillations about its nominal trimmed condition to permit
an acourate determination of the period of oscillation and time to damp
tohalfamplitude. For thistype of command a two- degree -of-freedom
analysis is generally acceptable.

From the analysis presented in Sec. 9-5, it was shown that the period
of oscillation P and the time to damp to half amplitude T, may be
related to the aerodynamic coefficient as follows [zee Tgs. (9-91) and
(9-92)1: .
P = __;l_—&‘r." o (H'13)

—o¥(1 - %
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and 7. - In 2
{w

Equation (H-13) may be rewritten as

(H-13a)

2

—¥(l — %) = (gf) (H-13b)
P

From Eq. (9-77) and the definition of w and { (see Sec. 9-5), we may

rewrite Eq. (H-13a) as '

2

: — P Rt
Wl — ) = —(};)2 = (m, + méfa)[l _ St s 4 g

il (H-14)
4(m, + myf,)

Defining V' —w?¥1 - {?) as the damped natural frequency of the
missile w,, we may write Eq. (H-14) as follows:

3 . (=St m +'m5)2j|. . )
wy” = (mg - mofa)[l pr———— (H-15}
or wt = m, + mify — Ya(—f, + my + my)* (H-15a)
Hence rma — wf + (W)z_ mef, (H.16)
’ Dor 2 _ . A2
or my = (;) + (——-——f“ + ;nB i m') — Mif. (H-16a)

From Sec. 9-5 and Eq. (9-77), we get

—_ mytm,—f In2

fo=—4— _MitM —J N2 (H-17)
2 2 T,
Rearranging, we get
my + my; = —2{w -+ f, (H-18)
Substituting Eq. (H-17) into Eq. (H-18), we get
L (H-19)
Ty
— 2ln2 CygS
Hence e, +0,. — =211 ( nE_Tad ) (H-20)
8T Tme T s \ Ty mV

Substituting Eq. {H:17) into Eq. (H-16a), we get

» 2 2 SdE Oy ¢Sd
=2 () (2 0, BEE)
gSdl\ P Thg VI mV _
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In most pr&ctlcal cases, the last term in Eq. (H-21) may be neglected.

S g

Other aerodynamic coefficients obtainable from this method include
Cp, C',\I ;Cy,pandCy mg  Lhevaluesof 'y, and Uy may be determined
by the rethods previously described. The value of Cy, may be calcu-
lated from Eq. (5-23) as follows:

CN” - O;\',O‘TR

Oy, = - (H.22)
where azg, 8, Cy_are known and
N, W
iea = S (H-23)
The value of C,,, may be determined from Eq. (5-21) as follows:
Om,“wf.
Cpy = — 2T (H-24)

Aerodynamic hinge-moment characteristics of the control surfaces
may also be determined from flight by telemetered strain-gauge data.

H-3. FORCED OSCILLATION

The forced-oscillation technique is commonly used to determine the
combined lateral-control effectiveness and damping-in-roll character-
istic of the missile. In this method the model or missile is foreed to roll
by deflecting the lateral-control surfaces throughout the missile flight
trajectory. The combined effect of the lateral-control effectiveness
and damping in roll may be determined from Eq. (9-93) as follows:

([ Sd

Lp = Cpp 2 + Oyyf08d (H-25)
From the telemetered trace of ro]ling velocity (measured by a roll-rate
gyro}vs.time, the value of pd/2 V per degree of lateral control deflection
4 may be determined by assuming $ = 0. Hence Eq. (H-25) becomes

pdf2V - —C

l (H-26)
) o,

The assumption that p = 0 at any instant of flight is gener ally valid,
particularly for cases where the moment of inertia I, is low or the
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damping-in-roll derivative is large. This is readily apparent if the
dynamic response of the missile in roll is treated essentially as a first-
order system as indicated below [see Eq. (9-96)],

p__ b bl K (H-27)
d I+ 14+t 1+ Ts
I,

where (H-28)

Ptz

0, gSd*2V
Hence, for low values of I, or large values of C’,n,' the value of T'is also
small. Hence, for most designs, the value of T is sufficiently low that
it is generally valid to assume p = 0 or that steady-state rolling veloe-
ity is realized throughout the flight of the missile.

H-4. MACH-NUMBER p
DETERMINATION Pfoy o =
B

In order to reduce the flight-test MM, N\ - “ '
data to aerodynamic coefficients, '
it is necessary that the Mach
number, velocity, and dynamic-
pressure history be known. The
Mach number may be determined Fic. H-3. Pitot-static tube.
either from telemetered stagnation
and static-pressure data from a pitot-static tube as shown in Fig.
H-3, or from external data such as radar, theodolite coverage, and
radiosonde information. From telemetered pressure data, the Mach
number may be determined as follows:

1. For M < 1,
Pstagnation (1 + Z—_] Mz)?’h’-—l (1.20)
DPatatic 2
Substituting v = 1.4 for air, Eq. (H-29) becomes
Pstagnation . (1 1T 0.2M2)3'5 .(H-29a)
Dstatic .
2. For M > 1 (see Fig. H-3),
Pstagnation __ Ps Py = P (H-30)

Patatic’ PP P
where p, = stagnation pressure.
p, = free-stream static pressure
p; = pressure behind a normal shock
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From the normal shock equations, we get

Py TMP—1

(H-31)
¥o1 6
From isentropic compression [see Eq. (H-29a) we get
22 Ps— (1 +0.2M,75 (H-32)
20 // Py .
18 ' Since M, = M 45 (H-33)
16 / M2 — 1
214 / Fq. (H-32) becomes
-EE,*Z // P M2+5.2 3.5
T (oo
::'3 8 . Py 7M1 —1
. / (H-34)
4 // Substituting Egs. (H-31) and
e (H-34) into Eq. (H-30), we get
% 08 e 24 32 40 Dotagnatton Py IM2—1
MACH NUMBER~M - = =T
Dotatle P 6

nation pressure to static pressure

F1c. H-4. Variation of ratio of stag- .
X [1 + 0.2(
with Mach number.

M12 5 )2}3 5 (H_35)
TME-1
Equation (H-35) is commonly known as the Rayleigh pitot-tube for-
mula. A plot of Eqs. (H-292) and (H-35) is preserited in Fig. H-4.
It is noted that Eq. (H-292) may be used for Mach number up to
1.3 without appreciable error.

The velocity of the missile may be calculated from the Mach number

V= Ma (H-36)

where a is the speed of sound and is related to the outside air tempera-
ture as follows:

as

a = 49.02y/ Tex, + 459.7 (H-37)

The velocity of the missile may also be determined from radar or
theodolite data.
The dynamic pressure ¢, may be calculated as follows:

g = Yeyp, M (H-38)
or g = YpV? {H-38a)

where p is the density of the air and may be determined from radio-
sonde data.
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Body bending moment, 10, 15, 234~
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Compressive wave, 33
Compressor, 213
Cone, flow over, 19-22
Conical-flow theory, 20-22, 44
Conieal forebody, 18-22
Control, effectiveness, 6-8, 52-56, 185
reversal, 9, 52, 123
types of, 7-13
Canard, 9, 10
jet, 12, 13
nose-flap, 12
tail, 10, 11
wing, 7-11
Control-stability relationship, 94-104,
107-111
Contrel system, 9, 77, 134
Cooling, regenerative, 220
Cope, W. F., 87
Critical damping, 147
Critical design loads, 155-159, 178

‘Cross-coupling, 113, 118, 142

acrodynamie, 113, 118

inertia, 113, 142
Cross-flow, viscous, 28, 29, 160
Cross-wind effects, 191, 196-203
Crueciform design, 13-15, 107-109,

113-125

Cruise trajectory, 7, 13, 78-83
Cut-off altitude, 87, 88
Cut-off angle, optimum, 87, 88
Cut-off velocity, 87-90

D’Alembert, J. Le R., 234
D’Alember~’s principle, 234
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Damping characteristics, 94, 136-139,
208 X
Damping constant, 143, 147-150
Damping-in-piteh, 11, 107-112, 136~
138, 260
Damping-in-roll, 125-127, 261, 262,
268, 269
Datum missile, 195, 196
DelLaval nozzle, 218
Delta wings, 43-47, 68, 69, 99
Dennis, D. H., 25
Design criteria, 156-159
Design loads, critical, 155-159, 178
Diffuser, 213
Dihedral effects, 117, 127 -
Directional control, 113-119
Directional stability, 113-119
Dispersion, 5, 174-187, 190-208
Divergence angle of nozzle, 217, 226,
230 )
Divergence coefficient, 217, 230
Divergent oscillation, 131
Diving flight trajectory, 70-77
Dorsal, 12
Double-base propellant, 221-229
Downwash, 7-15, 52, 258, 259
contribution, to damping, 136-139
to stability, 7-11, 97-103
Drag, base, 21, 29-31
boattail, 29, 30
component of, 17, 18
of cones, 19-22
definition of, 17
due to normal force, 40, 41, 50, 69
form {see Wave drag)
of ogives, 23-25
pressure (see Wave drag)
gkin-friction, 17, 49, 50, 64867
Drag-rise factor, 50 ‘
Drift, dispersion, 190, 196--200
Dynamic overshoot, 123, 124, 149—
T 152, 156-159
Dynamic pressure, 12, 53, 83, 158157
Dynamic response, 130-152
Dynamic stability, 11, 130-152

Effective aspect ratio, 39-43
Effective cross-sectional area, 241
Elliptieal lift distribution, 50
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Elliptical probable error, 201

Emissivity factor, 168

End-burning grain design, 224

Ethylene oxide, 213, 214

Euler, L., 133

Eulerian axes, 133

Evvard, J. C,, 38

Excess thrust, 79-52

Exhaust velocity, jet, 84

Exit flight, 83, 84, 185

Exit pressure, ambient, 84, 215-218,
224

Exit veloecity, 84

Expansion wave, 33

Ferrari, C., 22

First-order linear system, 150, 151

First- and second-order theories, 29

Flare tail, 12

Flat earth, 201, 204-206

Flat turn, 107-110

Flight loads, 155-164, 238

Flight-path angle, 75, 80-82, 95, 108—
111

Flow-field interference, 174178, 182,
183

.Flow separation, 41-47, 160, 165, 215

Flow types,laminar, 50,64-67,166,167

turbulent, 50, 64—67, 166, 167
Forebody types,. 1828, 250, 251

conical, 19-22 )

Haack series, 27, 250, 261

hemispherical, 25-27

ogival, 23-25

parabolic, 27, 250, 251

power series, 27, 250, 2561
Form drag (see Wave drag)
Forward control, 7-11, 96-202, 157
Frankl, ¥., 67
Frankl-Voishel theory, extended, 67
Free-flight loads, 155-164, 238
Froe-stream Mach number, 20-45, 166
Free-stream temperature, 168, 167
Frequency, natural, 147-152
Friction coefficient, 28, 49, 50, 187
Friction drag, 17, 21, 49, 60, 6467
Fuyel-air mixture, 212
Fuel consumption, 82, 83, 213, 214
Full expansion, 215-218
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g-sensing device, 5
(Gas generator, 213, 221
Glauert, H., 34, 51

(See also Prandtl-Glauert factor)
Grain configuration, 221-224
Gravitational units, 234
Gravity component, 75, 144, 184
Gravity turn, 83-88
Ground clearance (see Terrain clear-

ance)

Ground-handling loads, 238
Ground launching, 184-1886
Ground-wind-induced loads, 185, 186
Guidance systems, types of, 8, 84
Gust effects on airloads, 156-159

Haack, W., 27, 250, 251

Haack series nose, 27, 250, 251

Harmonic motion, simple, 130-132

Heat-balance equation, 167, 188 .

Heat sink, 208

Heat-transfer coefficient, 167

Heat-transfer rate, 165-168, 208

Heating, aerodynamic, 77, 165-168,
208

Heaviside, 0., 135

Heaviside factor, 135

Hemispherical forebody, 18, 25-27

Hinge moments, 8-11, 164, 165, 176

Hollow cast, 244

Honeycomb cross section, 244

Horizontal flight
trajectory}

Hybrid theory (Van Dyke), 29

Hypersonic similarity parameter, 25

ICBM, 8, 7, 219
Igniter, 221 -
Ignition, rocket motor, 187
Impulse, over-all specific, 218, 219
specific, 77, 78, §8-90, 218, 219
Impulse loss due to jet vanes, 13, 5¢
Incompressible flow, 50, 51, 66, 67
Induced drag, 40-50, 89
subsonic, 40, 50
gupersonic, 40, 41
Induced loads, groundvwind, 185, 186
Induced roll, source of, 9, 121-128

{see Level flight

INDEX

Induced rolling moments, 9, 15, 121-
128,

Inertia cross-coupling, 113, 142

Inertia forces and moments, 130-134

Inertia loads, 233—237, 240242

Inertial axes, 133

Infrared guidanece, 6, 18, 25

Inlet, 8, 79

In-line tail, 14, 15

Integral rocket motor, 211

Interdigitated tail, 14, 15

Interference drag, 67, 69

Internal-burning grain design, 221-
224

Inviscid fluid-flow theory, 30

IRBM, 7

Isentropic flow, 215-218

Jack, J. R., 30

Jet control, type of, 12, 13, 53-56, 83

Jet effect on base pressure, 11, 12, 31,
32, 55

Jet exhaust veloecity, 84

Jet pressure ratio, 31

Jet vanes, 12, 13, 64

Jetavators, 12, 13, 54-56

Karmén-Schoenherr equation, 60
Kepler, J., 86
Kepler's planetary ellipses, 86-88

Laminar flow, 50, 64—-67, 166, 167
Laplace, P. 8., 143
Laplace transform, 143
Lateral control, effectiveness, 10, 15,
52, 83, 121-128
type of, 8
Lateral-directional motions, 113, 142,
143
Lateral stability, 121-128
Launcher dynamics, 184, 191
Launcher setting, 191
Launching problems, 5, 8, 173-187
airflow interference, 5
airplane safety, 5
dispersion, 5, 7, 173-187
Leading-edge condition, 41-45
subsonic, 43—45. ’
supersonic, 41-45
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Leading-edge suction, 69

Level flight trajectory, 70-83, 236

Lift (see Normal force)

Lift-to-drag ratio, 42, 43, 46, 48, 187

Limit stress, 239

Lin, S., 140, 141

Linearized theory, 29--41, 98, 162

Lin’s method, 140, 141

Liquid propellant rocket, 46, 219-
221

Load factor, 8-11, 42, 94-104

Loading distribution, 160-164

Loads, 159-164 :

Local angle of attack, 35, 162

Local normal force coefficient, 161

Long-range ballistic trajectory, 83-90

Long-range cruise trajectory, 78-83

Longitudinal dynamics, 130-142

Maceoll, J. W., 20, 29

{See also Taylor-Maceoll theory)
Mach, E., 8 :
Mach angle, 44, 162
Mach cone, 37, 38, 41
Mach number, 8, 2046
Malalignment, effect on dispersion,

177-185, 191-194
Maneuverability requirement, 5-7,11,
42

Margins of safety, 230
Mass ratio, 88-90, 222-231
Material density, 243
Material strength, 13, 243
Maximurn lift coefficient, 46, 49
Maximum range, 82-90
Maximum speed, 78-80
Meyer, Th., 29

(See also Prandtl-Meyer equation}
Midsection, 28, 29
Mid-wing design, 117
Miles, E. R. C., 23
Missiles, classes of, 4-7
Mixing-length theory, 86, 67
Model build-up, 96-104
Modes, oscillatory, 130142
Moment of inertia, 133, 134, 142, 235
Momentum flux, 216
Momenturm theorem, 216
Monocogue construetion, 240
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Monopropellant, 213, 220

Menowing, 13, 14, 109, 113-1 19, 127,
128

MRBM, 7

Multistaging (see Staging)

Natural frequency, 147-152, 266-268
Navier, C. L. M. H., 49
Navier-Stokes equation, 49
Net thrust, 79, 80
Newton, Sir Isaac, 132, 215, 234
Newton's laws of motion, second, 132—
134
third, 215, 216, 234
Nitroecellulose, 221-229
Nonlinearity, &, 15, 51
Normal force, 7-11, 17 )
due to angle of attack, 7-11
due to control deflection, 7-11, 48,
97-103
Normal-force coefficient, 28, 32-47
bodies of revolution, 28, 32
wings, 34-47
No-mal-force curve slope, 21, 22, 34—
17, 97-103
hodies of revolution, 21, 22
wingg, 3447
Nose-flap control, 12
Nozzle, 214-231 .
Nozzle angle, 31, 217, 225, 23
Nozzle discharge coefficient, 230
Nozzle divergence coefficient, 217, 230
Nozzle exit area, 84
Nozzle exit pressure, 84
Nyquist, H., 148
Nyquist technique, 148

Obligue shoek, 19, 33, 54

QOgival forebody, 18, 23-25

Ogive, properties of, 247-249

Optimum climabing schedule, 80, 81

Optimum cut-off i‘mgle, 87, 88, 207

Optimum wing ares, 48, 252, 253

Oscillatory modes, 130-142

Qawald, W. B., 50

Oswald efficiency factor, 50

Over-all specific impulse, 218, 219,
230, 231

Oversustained trajectory, 77

Oxidizer, 211, 221
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Parabolic nose, 27, 250, 251
Particular solution, 131
Peorformance degradation, 6, 182, 183
Period of oscillation, 136-148, 265-
268
Peripheral pressure distribution, 181,
182, 183
Perking, E. W., 28
Phugoid motion, 132, 139-142
Pitching-mornent coefficient, 14, 13,
36, 97-103
Pitot tube, Rayleigh formula, 270
Planform, wings, 32, 43-47, 68
Potential-flow theory, 160
Power-series nose, 18, 27, 250, 251
Powered ﬂight, 8, 71-90
Prandtl, L., 29, 34, 51, 66 .
Prandtl-Glauert factor, 34, 51
Prandtl-Meyer equation, 29
Prepackaged-liquid-propellant rocket:
motor, 4, 221
Pressure, base, 11, 21, 29-31, 55 68
chamber. 90
differential, 11, 17, 34-36
dynamie, 12, 53, 83, 155-157
Pressure roefficient, 21-23
cone, 21
ogive, 23
Pressure distribution, 160-164
Pressure drag (see Wave drag)
Pressure gradient, 65
Products of inertia, 133, 134
Propellant flow rate, 84, 216-219
Propellant properties; 13,192, 226-229
Propeller, 213

Quadratic differential equation, 132,
139-142
Quartic differential equation, 132, 139

Radius of tangent ogive, 247-249 _
Rail launchers, 182, 191
Raked tips, effect of, 37-43
" Ramjets, 6, 214
Range, 70-90
Range safety, 186
Rate of climb, 78-82
Rayleigh, Lord, 270
Rayleigh pitot-tube formula, 270

INDEX

Reciprocating engine, 212, 213
Recovery factor, temperature, 166
Recovery temperature, 186
Rectangular wings, 32-43, 68, 99
Reentry body, 11, 12, 207, 208
Regenerative cooling, 220
Regressive burning, 221-224
Retrofit, missile aireraft, 174-183
Retrolaunch, §
Reynolds, O., 30, 31, 45, 49, 64, 85,
187
Reynolds analogy factor, 167
Reynolds number, 30-49, 84, 65
Rocket motors, types of, 4-54, 211-
231
boost-sustainer, 4, 6
liquid-propellant, 6, 12, 54, 219
221
prepackaged-liquid, 4, 211, 221
solid-propellant, 192, 221-231
Roll reversal, 9, 52, 123
Roll stabilization, 10, 121-128
Rolling motion, transfer function, 148
Root-locus method, 148
Roota of characteristic equation, 130~
132, 140-142
Routh, E, J., 139-141
Routh’s discriminant, 139-141

Safety criteria, 173-182

SAM (surface-to-air missile), 5, 6, 70

Satellite velocity, 87, 88, 208, 207

Schoenherr, K. E., 50 ’

Sea state, effect on launching, 187

Second-order degree of accuracy, 35

Second-order linear systemn, 143, 147—
152

Second-order shock expansion, 25

Second.order theory, 29

‘Section normal:force coefficient, 125
- SBemimonocoque stracture, 243

Sensitivity factors in dispersion, 190—
196

Servo lag, 149-152

Servo power requirement, 1, 8-11,119

Servo system, 8

Shear loads, 234-240

Shipboard launching, 187

Shock angle, 19-21
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Shock-expansion method, 25, 37
Shock formation, 41, 216
Shock wave, 19, 20, 33
Short-period oscillation, 132
Sideslip, angle of, 114-117
Sidewash, 116118
Simple beam analogy, 2386, 237
Six degrees of freedom, 130-134
Skin friction drag, 48, 50, 64-67
Slender-body theory, 22-25, 99
Solid-propellant rockets, 4, 13, 221-
231
Solid rectangular cross section, 241
Spanwise pressure distribution, 38-42,
183, 164
Specific heat, 166, 187, 225
Specific impulse, 7090, 218, 219, 224
Speed, for best rate of climb, 80, 81
of sound, 37, 38, 74
8SM (surface-to-surface missile), 6, 7,
70
Stability, dynamie, 11, 130-152
static, 8-12, 94-104, 193
Stability margin, 8, 9, 48, 94-104, 193
Staging, 6, 7, 88-90
Stagnation temperature, 166
Stall speed, 48, 49, 82
Standard deviation, 201
Stanton, T. E., 167
Stanton number, 167
Static gain, 150, 151
Static pressure, effect on air loads, 166
Static stability, 94-104, 193
Stefan, J., 167
Stefan-Boltzmann constant, 167
Step rocket (see Staging)
Stiffness requirement, 243
Stokes, G. G., 49
(See also Navier-Stokes equation)
Straight wing, 3243, 69
Stress, axial (or compressive), 241, 242
Structural integrity, 18, 23, 28, 178
Structural weight trade-off, 5 i
Subsonic airfoil characteristics, 34, 40,
49-51
Subsonic leading edge, 43—45
Supersonic ared rule, 69
Supersonic leading edge, 41-45, 162
Supersonic speeds, 1946
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Supersonic wing theory, 3247
Surface smoothness, 67, 168, 195
.Surface winds, 194, 195
Sweepback, effect of, 43-47, bl
Syvertson, C. A., 26

T tail, 119
Tail arrangement, 14, 15
Tail contribution, to damping, 136~
139
to stability, 8-15, 117, 118, 124
Tail control, 10, 11, 52, 53, 102-104
Tail loads, 10, 15
Tail-less configuration, 11
Tangent ogive nose, 23-25
Tangent ogive properties, 247249
Tayler, G. 1., 20, 29
Taylor-Maccoll theory, 20, 29
Temperature, boundary-layer, 186,
187
free-stream, 166
stagnation, 166
Temperature recovery factor, 166
Temperature -sensitivity, 192, 193,
223, 224
Tensile stress, 240-242
Terminal guidance, 6
Terminal phase of flight, 130, 180,
207, 208
Terrain clearance, 179-182
Theories, Ackeret, 33-35
Beskin’s body-upwash, 99
conical-flow, 20-22, 44
extended Frankl-Voishel, 67
first- and sécond-order, 29
inviscid-fluid flow, 30
linearized, 29-41, 98, 162
mixing-length, 66, 67
potential-flow, 160
seeond-order, 29
second-order shock-expansion, 25
slender-body, 22-25, 99
supersonic ‘wing, 32-47
Taylor-Maceoll, 20, 29
Van Dyke's hybrid, 29
Thermal loading (see Aerodynamic
heating)
Thermochemical equilibrium, 215
Thickness, wing, 36, 68
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Thin-walled cylinder, 240-242

Three degrees of freedom, 139-142

Three-dimensional flow, 19, 20

Thrust, 79-82, 216-219

Thrust coefficient, 217, 230

Thrust termination, 84, 222, 223

Time, to climb, 80-82

to damp to half amplitude, 136-

142, 148, 265268

Time lag, of control system, 148-152

downwash, 138, 139

Tip control, 122, 123

Tip effects, 37-43

Tip losses, 37-43

Tip-off, effect on dispersion, 184, 191

Tolerances, aerodynamic smoothness,
195, 196

Total impulse, 77, 181, 192, 218, 219

Trailing edge, effect of, 47

Trajectory, types of, 4-13, 70-90
ballistic, 7, 83-90
boost-glide, 4, 70-77
boost-sustain, 4, 6, 77, 78
eruise, 7, 13, 78-83
diving, 70-77
level flight, 70-83, 236

Transfer function, 143-152

Transform integral, 143

Transition point, 65 )

Transonic area rule, 69

Triangular wings (see Delta wings)

Triform, 13, 14

Trim angle of attack, 8-15, 101-103,
110-112, 115-119

Trim load factor, 101-103, 108-112,
157, 158

Trim normal-force coefficient, 101-
103, 108-112, 157, 158

Taien, H. 8., 22 :

Tucker, M., 87

Turbine, 213

Turbojet engine, 213

Turboprop engine, 213

Turbulent flow, 50, 64-67, 166, 187

Turn radius, 108-110, 179-182

Two degrees of freedom, 94-98, 134—
139, 144-152, 266-268

Two-dimensional flow, 19, 20, 29, 33—
37

INDEX

Ultimate strength, 238, 239

Undamped natural frequency, 149

Underexpansion, 215218

Undersustained trajectory, 77

Unguided ballistic missiles, 185, 180— .
208 -

Unit cost, 233, 243

Universal skin-friction constant, 65

Unpowered flight, 71-90

V tail, 119

Van Dyke, M. D., 20

Van Dyke’s hybrid theory, 29

Vapor pressure, 214

Velocity at burnout, 70, 71, 756
Ventral fins, 119

Vertical launch, 8, 7

Vertical tail size, 117-119

Viscous force, 28-45, 160, 185
Voishel, V., 67

Volumetric loading, 224 _
Von Kérmdn, Th., 27, 50, 66, 250, 251
Von Kérmén nose, 27, 250, 251
Vortices, forebody, 185, 186

Wall temperature, adiabatic, 166

Wave drag, 17-43, 67, 68
conical boattail, 29, 30, 68
conical forebody, 21
hemispherical forebody, 25-27
ogival forebody, 23-25, 63
wings, 33-43, 68

Wedge semivertex angle, 33

Wetted area, 49, 66, 67, 249

Wilson, R. E., 67 ’

Wind shear, 7, 200, 207

Winds, effect on dispersion, 1841886,

196-203
Wing area, 8-14, 47-49
Wing arrangement, 13-15

. Wing-body interference factors, 96—

103, 159-165

Wing characteristics, 32-47

Wing control, 7-11, 52, $6-102, 121~
124 .

Wing location, 8-11, 48
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Wing planform, 32, 43-47, 68
Wing-tail interference, 10, 97-103,
121-128
Wing theory, supersonic, 3247
Wing-tip ailerons, 10, 52, 53, 122-128
Wings, types of, 32-47
delta (or triangular), 43-47
rectangular, 32—43
sweptback, 43—47, 51

X tail, 119

Yaw, angle of, 114, 115
Yawing moment, 113-119
Yield strength, 238, 239

Zero lift drag, 28, 50
of bodies of revolution, 28
of wings, 50
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